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Chapter 1: Introduction 

 

1.1 Background 

 

Historical review 

 

Holographic femtosecond laser processing is a method that a computer-generated 

hologram (CGH) displayed on a spatial light modulator (SLM), can be used for parallel 

laser processing with high throughput and high light-use efficiency [1]. Use of an SLM offers 

reconfigurability of beam shaping, which enables arbitrary, and variable novel laser 

processing schemes. In order to improve the throughput of laser processing, the 

holographic method has been applied to shaped-beam processing using arbitrary beam 

profiles [2,3] and to the fabrication of three-dimensional (3D) structures inside transparent 

materials using parallel laser beams [4-8]. This technology, based on high precision 

modulation of spatial light, is a cutting-edge laser manufacturing technology gradually 

developed under the historical background of laser processing. So, in this section, the 

development history of holographic femtosecond laser processing will be mentioned briefly 

as below. 

Laser, successfully developed by T. H. Maiman in 1960s, is one of the major inventions 

of the 20th century and has great technological development potential. Laser have the 

characteristics of excellent beam quality, superior reliability, and high efficiency, high 

brightness, good monochromatism and high energy density. Based on this, laser 

processing technology arises at the historical moment. Laser processing is the technique 

that uses a beam of laser-generated by the thermal effect to complete the processing such 

as laser welding, surface modification, laser cutting, laser marking, laser drilling, and micro-

processing, and it is widely used in the fields of electronics & semiconductor industry, 

medical industry, telecommunications, automotive, architecture, machine tools, aerospace, 

defense, and others, has become an indispensable part of the advanced manufacturing 
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technology. Compared with the conventional processing means, such as machine tools, 

plasma technology, flame, and water jet, the advantages of laser processing are that it has 

good time and space control, small deformation of the workpiece surface, fast processing 

speed, and many types of materials can be processed, which is very suitable for automatic 

processing. Therefore, laser processing makes a high precision, high efficiency and low 

cost of processing technology become possible. 

From the perspective of the size of the global laser processing market, according to 

the latest Optech Consulting survey report, as shown in fig. 1.1, the global market for laser 

materials processing accounted for USD 17.4 billion in 2020 [9]. Although it decreased by 

20% from the peak in 2018, which was due to the adjustment of the laser processing 

industry started from the second half of 2018 and the impact of COVID-19, but as the 

recovery of the world economy, it is expected to grow by 12% in 2021 compared with 2020. 

In addition, from the perspective of the global Laser application market structure, according 

to the statistical data released in 2020 by Laser Focus World, an authoritative publication 

of the international Laser industry, Laser processing accounts for more than 40.6 percent, 

becoming the most important application market, as shown in fig. 1.2 [10]. Except for 

communications and optical storage, which accounted for 27.3 percent, and scientific 

research and military applications, which accounted for 12 percent, all the other fields 

accounted for less than 10 percent. It represents the laser processing industry, in the world, 

showing a rapid rise in the development trend, and will attract more attention from the world. 

 
Figure 1.1 Global market for laser materials processing systems. 
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Figure 1.2. Global market for laser materials processing systems. 

 

However, with the advancement of laser processing industrialization, as well as the 

increasing dependence and demand of all walks of life on laser processing technology, 

high precision, high utilization, high throughput laser processing has been put on the 

agenda.  

In order to achieve these goals, the laser source used for laser processing has been 

developed from the ruby laser at the beginning (1960), after the development of 

nanosecond laser (1961) and picosecond laser (1966), to the femtosecond laser (1991). 

The development of laser source is manifested in the improvement of spatial resolution, 

the shortening of pulse duration and the improvement of power density [11].  

Femtosecond laser processing is an effective tool to achieve high precision 

modification on the surface and inside structures, which depends on its high-power density, 

ultra-short pulse duration and no thermal effects contrast to the others [12].  
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Figure 1.3. High photon density can be easily obtained using fs laser due to the ultrashort pulse 

width. 

 

As a laser source, femtosecond laser emits ultra-short pulse duration well below 

1 picosecond in the domain of femtoseconds (1 fs = 10−15 s). Due to the properties of high-

peak power, for example, as a Ti: sapphire laser can provide the pulse peak power greater 

than 5 MW [13], and high pulse repetition rates in the megahertz or gigahertz, tightly 

focused femtosecond laser pulse can deposit enough energy in the localized focal area of 

the processing materials to cause permanent structural changes and property changes.  

From the point of view of microscopic particles, as shown in fig. 1.3, the material that 

cannot absorb a linear single-photon process, can be easily modified by a femtosecond 

laser pulse, which is based on a nonlinear multi-photon absorption process. Compared 

with longer pulses, femtosecond lasers can transfer a large amount of energy to electrons 

through the multi-photon absorption and avalanche ionization in an ultra-short timescale, 

much less time than it takes for coupling to the surrounding lattice to occur [14,15]. 

Therefore, femtosecond laser processing, also known as "cold processing", allows 

energy deposition to be formed only in a localized focal area of the material, with no 

damage in the surrounding structure, which is why it can achieve high-precision and high-

resolution processing. 

Due to the high resolution of femtosecond laser processing, the microstructure of 

λ/10~λ/2 can be obtained during the processing of materials. Therefore, a large numbers 

of pulse irradiation points are needed in the actual two-dimensional and three-dimensional 

processing of millimeter to centimeter scales. For example, in a 1 cm3 of material, if one 

processing point needs to be processed every 1μm, the total number of points to be 

processed is 1012. Even with the use of a 1GHz repetition rate laser, the laser processing 

still takes about 16.67 minutes. 

In order to meet the needs of high-throughput laser processing, reduce production 

costs and improve technical competitiveness, it is necessary to improve the throughput of 

femtosecond laser processing.  

 

https://www.rp-photonics.com/lasers.html
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Holographic laser processing 

 

In recent years, a number of laser processing methods have been proposed to improve 

throughput, they are the high-speed mechanical motion laser processing method and a 

multi-beam shaping optical assembly method, as shown in fig. 1.4. The former is achieved 

by scanners or a high-speed moving platform, often called scanning laser processing [16], 

which can achieve large area pattern processing, but requires a laser source with a high 

repetition rate, high-speed optical switching devices and high-speed scanning devices. The 

latter is achieved through specific optical components, such as optical mask [17-20], beam 

splitters [21-24], lens arrays [25,26], diffractive optical elements (DOE) [27-30], and liquid 

crystal on silicon spatial light modulator (LCOS-SLM) [31,32]. This parallel laser processing 

method based on SLM to modulate spatial light is our main research topic, namely 

holographic femtosecond laser processing. 

 

Figure 1.4. Concept of scanning (left) and holographic (right) laser processing. 

 

Since the principle of spatial light modulation is based on CGH, it can realize high 

throughput processing without the need of mechanical moving equipment. For other 

parallel processing methods, high precision scanning equipment and other complex optical 

modulation components are required. In addition, for example, optical mask will lead to 

some loss of light energy, and the beam splitter will lead to the increase of the cost of the 

component and the decline of system stability. Furthermore, the uniformity of parallel beam 

cannot be adjusted for lens arrays. 

 

Features of holographic laser processing 
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There are many features and advantages of the holographic femtosecond laser processing, 

such as the improvement on the throughput, the light use efficiency, and the ability for 

variable patterning processing.  

First, its mechanism of spatial light modulation determines that it can effectively 

improve the throughput of laser processing. After the beam is shaped and split by SLM, 

the throughput will be calculated according to the number of points designed under the 

same processing pattern. For example, after splitting a beam of incident light into 10 beams, 

then in the same time, the throughput of the latter will be 10 times than that of the former. 

In addition, when the processing pattern CGH is constantly updated and changed, the 

throughput can be calculated according to the response time characteristics of the SLM. 

Usually, it only takes tens of milliseconds to update once, which greatly reduces the 

processing delay gap, which is guaranteed the maximum increase in processing 

throughput per unit time. 

On the other hand, the utilization of femtosecond laser energy is also a crucial 

consideration in the laser processing industry. The parallel processing method of 

holographic femtosecond laser processing can effectively improve the utilization efficiency 

of laser energy, and more fully convert laser energy into material modification effects. 

For example, the typical pulse energy of femtosecond laser processing is about 10 μJ to 

10 mJ, and the pulse energy required for glass ablation is 10 nJ to 10 μJ. When the material 

is irradiated with a 1 kHz pulse, the pulse energy consumed is 100 nJ of the original energy 

1 mJ, and a very low energy use efficiency of 0.01% is obtained. If 1000 parallel pulses 

are applied, the energy use efficiency can be increased to 10%, which is 1000 times that 

of the former. Therefore, within the pulse energy range, and considering the corresponding 

laser repetition frequency, designing a reasonable number of parallel processing points 

can achieve a variable ratio of energy efficiency improvement. 

Another feature of holographic femtosecond laser processing is its variable pattern 

processing capability. This technology can meet the laser processing needs of different 

customers by designing different holographic patterns, including the variability of the 

number of pattern points, 2D and 3D patterns, cooperating with SLM to achieve high-speed 
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update of the pattern, and cooperating with scanning equipment to achieve large-scale 

pattern changes. As shown in the fig. 1.5, 3D patterns processed at different plane inside 

glass, four spots in rectangle shape and three spots in triangle shape, we can obtain the 

uniform micro-holes as the uniformity of the 7 spots optimized from 1st to 30th iteration.  

 

Figure 1.5. 3D patterns processed at different plane inside the glass. 4 spots were processed at the 

first plane in a rectangle shape, and 3 spots were processed at the second plane in a triangle shape. 

The 1st, 15th, and 30th represent the iteration orders in the optimization process.  

 

Setup for holographic laser processing 

 

We divide the optical setups used for holographic femtosecond laser processing into three 

types, which are determined according to the positional relationship between the 

processing target and the CGH used for spatial pulse modulation, as shown in fig. 1.6. 
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Figure 1.6. Three optical setups for holographic laser processing, with a target placed at (a) the 

image plane, (b) the Fourier plane, and (c) the Fresnel plane of the hologram. 

 

(a) Image plane 

 

As shown in fig. 1.6 (a), the irradiated beam is divided into multiple beams by a holographic 

diffraction beam splitter, which passes through the 4f system in the form of interference 

patterns and finally irradiates the processing target placed on the image plane [33]. 

In addition, it is necessary to select the corresponding spatial frequency filter and place 

it on the Fourier plane, which makes the interference mode variability of the diffracted beam 

possible [34-38]. 

The advantage of this method is that it can be used to deal with large area periodic 

structures, in which the spatial frequency filter is spatially invariant, and the modulation of 

incident light will not change with the change of incident position. Furthermore, if 

appropriate period and direction factors are added to the ideal position of the diffraction 

beam splitter, the processing of the variable spatial structure can be realized. 

 

(b) Fourier plane 

 

As shown in fig. 1.6 (b), the irradiated beam is modulated by a Fourier hologram and 
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passes through the 4f system in the form of a diffractive beam, which is introduced by the 

object lens and finally irradiated on the processing target located at the Fourier plane. 

The advantage of this method is that high quality holograms can be obtained at lower 

computational cost by using the theoretical basis of diffraction calculation and combining 

with optimization calculation techniques. 

However, in general, the modulated diffracted light contains a zero-order light 

component, which is generally not needed. Therefore, a spatial filter placed on the Fourier 

plane can be used to block it, so as to ensure that the zero-order optical components will 

not enter the subsequent processing system and have an impact on the processing results. 

In recent years, some researches on holographic femtosecond parallel laser 

processing using this optical system have been demonstrated, such as processing with 

fixed and variable holograms [1,39]. 

This optical setup is used in our research of holographic femtosecond laser processing. 

As shown in fig. 1.7, the distance between the focal position of the diffraction spot and the 

optical axis is defined as the diffraction position 𝑟, and the relationship between it and the 

spatial frequency component 𝜈 of the CGH is: 

 𝑟 = 𝐹𝑡𝑎𝑛[𝑠𝑖𝑛−1(𝜈𝜆𝑐)] = 𝐹 [𝜈𝜆𝑐 +
(𝜈𝜆𝑐)3

2
+ ⋯ ] (1) 

where, F is the focal length of the Fourier plane of the lens, and 𝜆𝑐  is the central wavelength 

of the light source. Here, when light with central wavelength 𝜆𝑐 is diffracted by fringes with 

spatial frequency 𝜈 on the LCOS-SLM, the diffraction angle 𝜃 is given by 𝜃 = 𝑠𝑖𝑛−1(𝜈𝜆𝑐) 

[40]. 

If 𝜈𝜆𝑐 is sufficiently smaller than 1 (~2 × 10−2 in a real system), then 𝑟 is approximated 

as： 

 𝑟 = 𝐹𝜈𝜆𝑐𝑀 (2) 

where 𝑀 is a newly introduced magnification given by the reduction optics to match the 

size of the imaged CGH to the pupil of the objective lens. The Fourier CGH has spatial 

spectral dispersion, so that the focal spot has spatial broadening ∆𝑟 given by: 

 ∆𝑟 = 𝐹𝜈∆𝜆𝑀 =
𝑟∆𝜆

𝜆𝑐
 (3) 

where ∆𝜆 is the spectral width. ∆𝑟 depends on only 𝑟 if the light source is fixed (𝜆𝑐 and ∆𝜆 
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are fixed) [41]. 

The maximum frequency of CGH is defined as 𝜈𝑚𝑎𝑥 = 𝐴/(2𝐵), when an A*A pixels 

CGH is displayed on an area of the LCOS-SLM with dimensions B*B. Then the CGH is 

imaged on the pupil plane with an objective lens with magnification of M, wherein the 

objective lens is the lens3 in fig. 5b, 𝑀 is defined as 𝑀 = 𝐹2/𝐹1, where 𝐹2 and 𝐹1 are the 

focal lengths of lens1 and lens2, respectively. The side length of the objective lens’ pupil 

plane is 𝐿𝑝𝑢𝑝𝑖𝑙 = 𝐵𝑀. Therefore, the minimum step size in the spatial frequency domain is  

1/𝐿𝑝𝑢𝑝𝑖𝑙 = 1/(𝐵𝑀). By this, using Eq.(2), the equivalent pixel size 𝑝𝑠 on the sample plane 

can be calculated geometrically as: 

 𝑝𝑠 =
𝜆𝑐𝐹𝑂𝐿

𝐿𝑝𝑢𝑝𝑖𝑙
=

𝜆𝑐𝐹𝑂𝐿𝐹1

𝐵𝐹2
 (4) 

where 𝐹𝑂𝐿 is the focal length of the objective lens. 

The focal spot diameter 𝑑𝐴𝑖𝑟𝑦 at the sample plane can be calculated from the full width 

at half maximum (FWHM) of the Airy disk pattern: 

 𝑑𝐴𝑖𝑟𝑦 = 1.03
𝜆𝑐

𝐴𝐴𝑒𝑓𝑓
 (5) 

where 𝐴𝐴𝑒𝑓𝑓 = 𝑅𝑝𝑢𝑝𝑖𝑙/𝐹𝑂𝐿 is the effective numerical aperture in the experimental system 

with the effective beam radius 𝑅𝑝𝑢𝑝𝑖𝑙 = 𝐿𝑝𝑢𝑝𝑖𝑙/2  at the pupil of the objective lens. Then 

substituting these operators into Eq.(5) leads to the conclusion that the focal spot diameter 

𝑑𝐴𝑖𝑟𝑦 is approximately twice the pixel size 𝑝𝑠, 𝑑𝐴𝑖𝑟𝑦 ≈ 2𝑝𝑠. Therefore, magnification M is 

crucial to adjust the size of the CGH to match the pupil diameter of the objective lens, i.e. 

𝐿𝑂𝐿 = 2𝐴𝐴𝑂𝐿𝐹𝑂𝐿. Then 𝐴𝐴𝑒𝑓𝑓 is nearly equal to 𝐴𝐴𝑂𝐿, and therefore, the focal spot diameter 

is minimized. 
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Figure 1.7. Spatial spectral dispersion of the Fourier CGH for a femtosecond laser pulse. 

 

(c) Fresnel plane 

 

As shown in fig. 1.6 (c), the irradiated beam is modulated by a Fresnel hologram and 

passes through the 4F system in the form of a Fresnel diffraction beam, finally irradiated 

on the processing target located at the Fresnel plane [2]. 

In this optical system, due to the separation of zero-order and diffraction beams along 

the optical axis, the zero-order beam is the background light of the diffraction peak, while 

the Fresnel diffraction beams are normally used to irradiate to the target. 

In particularly, when holographic femtosecond laser processing is used for the processing 

of transparent materials, it is a multi-photon absorption process based on femtosecond 

laser, so that the background light does not contribute to the processing. 

Using the Fresnel holographic optical system, a single irradiation of 3D parallel 

processing can be achieved without relying on any mechanical movement to change the 

axial depth [4]. The focus diameter of holographic lens can be calculated by formula Eq. 

(4). The maximum numerical aperture of the hologram lens is determined by the pixel size 

p, namely, 𝑁𝐴𝑚𝑎𝑥 = 𝜆𝑐/2𝑝. The minimum focus diameter is almost the same as the pixel 

size p. In fig. 1.6 (c), the focal spot is reduced to the diffraction limit with a set of reduction 

optics. 

 

Imperfections statement 
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Figure 1.8. Uniformity problem in holographic parallel femtosecond laser processing. 

 

Although the method of holographic laser processing can achieve high throughput parallel 

processing, however, a key point is the control of the uniformity between parallel beams 

by the CGH displayed on the SLM. So how to optimize the CGH and obtain the parallel 

beams with high uniformity has become a technical topic of holographic femtosecond 

processing, as shown in fig. 1.8. 

Due to the imperfections in the laser processing system, the diffraction peaks energy 

distribution and profile of the reconstructions of the CGH are attenuated. These 

imperfections in the actual system consist of the static imperfections and the dynamic 

imperfections. The static imperfections include non-uniform Gaussian or flat beam profiles; 

non-linearity from the equipment, such as the phase modulation properties of the SLM 

[42,43]; optical system aberrations from the impurities and the misalignment from the optics, 

such as the spherical aberration originating from a refractive index mismatch [44]. Another 

important factor is dynamic imperfections. It includes beam energy and directivity 

fluctuations originating from the laser source stability, perturbations such as external 

mechanical movements, air flow, and temperature changes. Especially in the complex 
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industrial production environment, the stability performance of the laser processing system 

directly determines the competitiveness of the production technology. Therefore, the 

imperfections mentioned above will have a great impact on the uniformity of the parallel 

beams and consequently lead to the inconsistency of the processing results.  

 

1.2 Purpose and orientation of the thesis 

 

The purpose of this paper is to obtain a high uniform light intensity distribution dynamically 

and improve the stability and flexibility of the holographic femtosecond laser processing 

system while applying a novel optimization method which called in-system optimization of 

the CGH. Therefore, how to optimize a CGH by compensating the static and dynamic 

imperfections simultaneously in the holographic femtosecond laser processing system is 

a key point in this paper.  

As shown in fig. 1.8, after several iterations of optimization, the uniformity of the 

intensity distribution of the parallel beams will be greatly improved, so when these parallel 

beams are introduced by the objective lens and irradiated to the processing target, the 

processed patterns will show a high degree of consistency compared with that before 

optimization.  

 

1.3 Organization of thesis 

 

Aiming for achieving high-throughput, high-precision holographic femtosecond parallel 

laser processing, the method of the in-system optimization of the CGH was developed for 

the compensation of the static and dynamic imperfections exist in the laser processing 

system which have impacts on the quality of the holographic reconstructed parallel beams 

and the consistency of the processed structures. The method realized the monitoring and 

operating system imperfections in real-time due to its feature that it can continuously 
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optimize the CGH while applying holographic femtosecond laser processing. And the 

feasibility and practicability of the method are verified through the experimental results. In 

addition, on the aspects of 2D and 3D CGH design, estimation, implementation, and 

analysis. Some necessary system components, such as the femtosecond laser source, the 

LCOS-SLM, the CCD image sensor, and the linear stage, are also explained for their 

available features. It can be used for many high-precision applications with high-stability in 

the future. And the thesis has been divided into 6 chapters for the clarification of the gist, 

as shown in fig. 1.9. 

 

 

Figure 1.9. Organization of the thesis. 

 

In chapter 1, the background of holographic femtosecond laser processing is 

introduced in detail, as well as its existing problems, also the purpose, the significance, 
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and the orientation of this research is clarified, and the organization of the thesis is given. 

In chapter 2, the historical view, the features, the classification, and the existing 

problems of the CGH are firstly introduced. And the optical implementation methods of the 

CGH are listed and discussed. Most importantly, the classification, significance, and the 

advantages of the in-system optimization of the CGH are described to clarify the position 

of this research.  

In chapter 3, the 2D implementation of in-system optimization in our research is 

explained for the first time on the aspects of the optimization concept, CGH design, and 

uniformity estimation. In addition, some necessary system components, such as the 

femtosecond laser source, the LCOS-SLM, the CCD image sensor, and the linear stage, 

are also explained for their available features. Also, the 2D experimental results including 

optical reconstruction optimization and the corresponding processing are shown. And the 

advantages and effectiveness of the method in 2D case are verified and substantiated by 

kinds of environmental experiments, such as vibrations, energy variation, and entrance 

pupil changes. 

In chapter 4, the 3D implementation of in-system optimization for CGH is 

demonstrated. The key points in this method are the realization of the 3D focusing 

detection and the recalculation of the corresponding CGH from the detection. The principle, 

optical setup, observation method, 3D CGH calculation and optimization algorithm, and the 

experimental results are included. The improvement verification of the 3D focusing 

uniformity and processing consistency are explored. 

In chapter 5, a new application of 3D holographic glass grooving is proposed for the 

first time. Based on the method mentioned in chapter 4, we successfully designed different 

kinds of 3D patterns to make a comparison with traditional single-point grooving case. 

Including the concept, 3D pattern design, practical operations, and the experimental results. 

The grooving depth and width are investigated in detail to verify the obvious advantages 

of this method than the single-point one. And the side view results of grooving make the 

variation of the grooving depth to be possible by adjusting the 3D focusing distribution.  

In chapter 6, a comprehensive conclusion of the thesis is made. Mainly consists of the 

discussion of the research results and the prospection of these works. The results show 
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that the method in this paper has great application potential. In the future, some remaining 

topics also need to be further studied, such as the optimization from the workpiece, the 

compensation for the aberration, the reduction of the time consumption of the iteration, and 

the novel method for 3D focusing detection, etc. 
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Chapter 2: In-system optimization of CGH 

 

2.1 Introduction 

 

In chapter 2, the CGH is analyzed and summarized comprehensively under the 

background of the optimization requirements of high throughput and high precision 

holographic femtosecond laser processing. First, in the section 2.2, the concept, historical 

background, characteristics, and classification of the CGH are described. This leads to the 

type of the CGH we used in this research is the Kinoform, namely a phase-only hologram. 

In section 2.3, characteristics and disadvantages of the Kinoform are analyzed and sorted 

out, highlighting the necessity of the optimization. In section 2.4, the optical implementation 

methods for the CGH optimization are classified, and the position of this research is 

clarified. It leads to section 2.5, that is, the two refined classifications of the in-system 

optimization, highlighting the advantages of this research in this classification. Finally, in 

section 2.6, a general summary of the content of this chapter is made. 

 

2.2 Background of the CGH  

 

For a long time before the holographic technology was developed, how to record the light 

intensity information and phase information of object wave has become a subject of great 

concern. 

Therefore, in 1942, in order to solve the problem of optical microscopic imaging of weak 

phase objects, F. Zernike proposed for the first time the phase-contrast filtering microscopy 

principle, which used the diffraction properties of light to transform invisible phase 

information in object waves into visible intensity information, and pioneered the optical 

wave-front transformation [45]. 
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In 1948, in order to eliminate aberration and improve the resolution of electron microscope, 

D. Gabor proposed the principle of recording and reproducing object wave front by using 

the interferometric technique and diffraction characteristics of wavefront, namely 

holography principle, which was called electron holography at that time [46]. Then, in 1960, 

the advent of laser technology that developed by T. H. Maiman promoted the rapid 

development of holography [47]. 

So, in 1963, E. N. Leith and J. Upatnieks obtained the first high-quality holographic 

reconstruction using laser interferometry, which was called optical holography at the time 

[48]. Two years later, in 1965, A. Kozma and D. L. Kelly of the University of Michigan 

constructed a one-dimensional spatial frequency filter for phase-only information 

processing by calculating the Fourier transform of the signal and drawing a one-

dimensional grating consisting only of black and white, which was called computer-

generated filter [49]. It was the precursor of computer-generated hologram. Moreover, the 

first real CGH was developed by Lohmann in 1967, which realized the mathematical 

calculation of the hologram [50]. 

Compared with the classical hologram, CGH makes up for its shortcomings and has unique 

advantages. In order to obtain high-quality classical holograms, strict environmental 

conditions need to be met, such as air disturbance, the existence of impurities, small 

vibration, and temperature changes, which will have a serious impact on the quality of 

classical holograms [51,52]. Moreover, the solution of these problems depends on some 

sophisticated and expensive equipment. Therefore, these disadvantages of classical 

holograms limit their usefulness. But for CGH, these problems are easily solved, due to it 

is actual a kind of interference fringe which replaces the process of optical holographic 

recording and reconstruction with the computer, as shown in fig. 2.1. The practical features 

of CGH are as follows:  

(i) holograms can be made without the existence of real object wavefront; 

(ii) arbitrary wavefronts can be generated according to mathematical models; 

(iii) combine with the spatial light modulators, holograms with variable patterns can be 

realized; 

(iv) in addition, if phase-only holograms are used, the theoretical diffraction efficiency 



22 
 

can be close to highly of 100%. 

The part replaced by computer is actual a simulation of the interference and the 

diffraction propagation process of light. This simulation based on computer technology 

caters to the trend of digitization and artificial simulation of the research object. Because 

the realization of the digital research object means that the research object can be 

quantitatively analyzed, and if it can also be simulated manually, it can be more flexible to 

change any parameters to observe the effect of simulation changes. More importantly, as 

a combination of holographic technology and computer technology, CGH for the first time 

introduced the computer into the field of optical processing, making it a strong link between 

optical information and digital information. 

 

Figure 2.1. Concept of the CGH is actual a kind of interference fringe which replaces the process of 

optical holographic recording and reconstruction with the computer. 
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According to the mechanism of the wavefront modulation, the CGH is divided into two 

major types, namely amplitude type and phase type, as listed in fig. 2.2. 

 

Figure 2.2. Classification of the CGH is sorted into two types, one is the amplitude type and another 

is the phase type. 

 

    Wherein, the amplitude type CGH includes cell-type (such as the Lohmann type [50], 

Lee type [52]), and point-type (interference fringes [53], Fresnel zone plate [54]). The phase 

type CGH is mainly point-type, such as the Kinoform type [55] and the Dammann type [56]. 

    As the birth of the first CGH in history, Lohmann type CGH, as shown in fig. 2.3, is of 

great significance.  

 

Figure 2.3. Lohmann type CGH and its calculation principle. 

 

The calculation principle is to describe the amplitude and phase information of 

reconstructed image from the hologram in the form of Fourier transform:  
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 𝑢(𝑥, 𝑦) = ∬ 𝑈(𝑣𝑥 , 𝑣𝑦) 𝑒𝑥𝑝[−𝑗2𝜋(𝑣𝑥𝑥 + 𝑣𝑦𝑦)] 𝑑𝑥𝑑𝑦
∞

−∞
 (6) 

 

where 𝑢(𝑥, 𝑦) is the complex amplitude of the image plane, and 𝑈(𝑣𝑥, 𝑣𝑦) is the complex 

amplitude of the hologram plane. 

The transmittance of this CGH, has values of zero or unity, namely binary, therefore 

the transform plane was divided into equal cell windows which contains the opaque and 

transparent apertures, was defined as the following formula: 

 

 𝐻(𝜈𝑥 , 𝜈𝑦) = ∑ ∑ 𝑟𝑒𝑐𝑡𝑟𝑒𝑐𝑡 [
𝑣𝑥−(𝑛+𝑃𝑛𝑚)𝛿𝑣

𝑐𝛿𝑣
]  𝑟𝑒𝑐𝑡 [

𝑣𝑦−𝑚𝛿𝑣

𝑊𝑛𝑚𝛿𝑣
]𝑚𝑛  (7) 

 

where 𝜈𝑥 and 𝜈𝑦 are the spatial frequency coordinates of the hologram. In addition, n and 

m are the numbers of the cell windows in the 𝜈𝑥 and 𝜈𝑦 directions, respectively. The size 

of the cell windows was represented as 𝛿𝑣, and the 𝑊𝑛𝑚 and 𝑃𝑛𝑚 indicate the width of the 

aperture and the lateral displacement position from the cell window center, respectively. 

When this CGH is illuminated by a plane wave 𝐸(𝑥𝑣𝑥), and calculated by approximation 

process, it can obtain (𝛿𝑣)2𝑊𝑛𝑚𝐸[𝑥𝛿𝑣(𝑛 + 𝑃𝑛𝑚)] ≈ 𝑐(𝛿𝑣)2𝐴𝑛𝑚𝐸(𝜑𝑛𝑚/2𝜋) , therefore, the 

width 𝑊𝑛𝑚 ≈ 𝐴𝑛𝑚 , and 𝑃𝑛𝑚 ≈ 𝜑𝑛𝑚/2𝜋 . Consequently, they control the transform’s 

amplitude and phase distribution, respectively. This principle lays a foundation for the 

subsequent research and development of CGH. Although approximate process may lead 

to the deterioration of the quality of the reconstructed images, it provides us with a more 

practical connection between holograms and reconstructed images [57], and a discrete 

description method for making holograms. 

    In addition, the phase type CGH called Kinoform will be introduced here, because the 

wavefront modulation method adopted in this research is based on phase-only hologram. 

Kinoform is like a kind of blazed dielectric transmission grating, which proposed a 

concept that only phase information in the scattered wavefront was necessary in the 

holographic reconstruction process, so it was called phase-only modulation type of the 

CGH [55]. The reason for choosing Kinoform rather than other types of holograms is that 

it has the features of high diffraction efficiency compared with other methods, only real 

image construction according to the proper phase matching and assumption that the 
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amplitude set to constant, and on-axis diffraction occurs rather than inclined types without 

necessary of the separation of the real and conjugate images such as the sampled 

holograms [57]. For holograms, diffraction efficiency is particularly important, because it 

determines the practicability and economical use of the reconstructions. Therefore, the 

discussion on the diffraction efficiency of Kinoform is given in the following contents. 

 

Figure 2.4. Phase-only modulation by Kinoform surface relief transmission grating, where 0~2𝜋 rad 

is the range that the phase can be retarded by the relief, N is the steps in one period of the relief, 

and 2𝜋/𝑁 is the phase retardance between adjacent steps. 

 

    As shown in fig. 2.4, when the incident beam irradiated on the Kinoform surface relief, 

the phase of that will be retarded by  2𝜋 rad. Where N represents the number of steps in 

one period, and 2𝜋/𝑁 represents the phase retardance between adjacent steps. Therefore, 

the diffraction efficiency of Kinoform can be calculated according to the following formula: 

 𝜂 =
𝐼

𝐼0
= [

𝑠𝑖𝑛𝑚𝜋/𝑁

𝑚𝜋
∙

𝑠𝑖𝑛𝜋(𝑚−1)

𝑠𝑖𝑛𝜋(𝑚−1)/𝑁
]

2
 (8) 

 

Where 𝜂 indicates the diffraction efficiency, 𝐼 denotes the intensity of the diffraction beam, 

𝐼0 is the intensity of the incident beam, and 𝑚 represents the diffraction series. It can be 

seen from the formula that the more the number of phase steps, the higher the +1-order 

diffraction efficiency, and the more concentrated light energy, as shown in the following fig. 

2.5. For example, if the number of diffraction steps in each period is 256 steps, the 

theoretical diffraction efficiency can reach approximately 100%.  
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             m 
N 

+1 -1 

2 𝜂 = 40.53% 𝜂 = 40.5% 

4 𝜂 = 81.06% 0 

8 𝜂 = 94.96% 0 

16 𝜂 = 98.72% 0 

256 𝜂 = 99.99% 0 

Figure 2.5. Diffraction efficiency variation according to different steps and series. 

 

Although it can obtain a high diffraction efficiency hologram when taking use of 

Kinoform, the assumption that amplitude equals constant is imperfect in general process 

of calculating the Kinoform surface relief that increase the intensity distribution at a certain 

diffraction position, because Kinoform only modulates the phase information in the 

hologram and preset the amplitude as constant in theory. 

The amplitude at the Kinoform is not constant means that the uniformity of the multiple 

reconstruction peaks will be degraded. Therefore, some methods should be used for 

improving the uniformity of the peaks, in other words, the optimization of the Kinoform is 

essentially necessary for future practical application. It will be illustrated in the next section 

about the optimization methods of Kinoform. 

CGH not only inherits the benefits of Kinoform, but also makes a big leap forward in 

practicality and flexibility due to the combination of computer technology, which can 

generate arbitrary wavefront distributions without real physical objects.  

 

2.3 Optimization methods of Kinoform  

 

The uniformity optimization of Kinoform has attracted a lot of attention from researchers, 

and in recent years, many optimization methods has been reported as shown in the fig. 

2.7. 

(a) demonstrated the Fourier iterative optimization method developed by R. W. Gerchberg 

and W. O. Saxton, also known as Gerchberg-Saxton (GS) algorithm, it depends on 

adjusting the amplitude and phase distribution according to the proportion of the 
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intensities of the target image and the measured image based on the Fast Fourier 

Transform (FFT) algorithm, gradually approaching the ideal CGH [58]; This method is 

adopted in our optimization consideration, just as shown in the fig. 2.6. It realizes the 

cyclic calculation between time domain 𝑈𝑇 = 𝐴𝑇exp (𝑖𝜑𝑇) and frequency domain 𝑈𝑅 =

𝐴𝑅exp (𝑖𝜑𝑅), for calculating the phase term, the calculated amplitude 𝐴𝑅 after FFT will 

be replaced by target amplitude 𝐴𝑇  after inverse FFT (IFFT) in each iteration. 

Consequently, make the iteratively calculated phase distribution 𝜑𝑅 approximate to the 

ideal value that corresponding to the target amplitude distribution. 

 

 

Figure 2.6. Principle of Fourier iterative (GS) algorithm. 

 

(b) explored the direct binary search optimization method that operating the hologram 

transmittance function to minimize the mean squared error between the 

reconstructions and original object to produce the best reconstruction based on the 

Direct Binary Search (DBS) algorithm [59]; 

(c) illustrated the annealing optimization method that changing a temperature parameter 

and randomly perturbing the variables to get an optimal binary phase-only matched 

hologram with simulated annealing (SA) algorithm [60]; 

(d) reported the shape relative intensity optimization method that to choose an appropriate 

phase to maximum diffraction efficiency and shape the relative intensity distribution 

[61]; 

(e) shown the intermodulation reduce optimization method that to minimize the 

intermodulation effects between the waves associated with points at the focal plane to 

get high diffraction efficiency and change the amplitude slightly to obtain uniform array 
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of spots [62]; 

(f) explained the optimal rotation angle (ORA) optimization method that calculating 

diffraction plane amplitude by Fourier transform and maximum desired amplitude by 

searching optimal rotation angle of the light propagation vector from all the pixels of 

the diffraction plane to a certain coordinate position in the image plane [63]; 

(g) elucidated the genetic optimization method that to take use the periodicity of the 

discrete Fourier transform to quantize the two-dimensional Fourier kinoform with 

genetic algorithm [64]; 

(h) stated the lens and grating optimization method that adding lens term to the blazed 

grating to obtain uniform focus according to the phase shifted along the optical axis 

[65]; 

(i) probed the multiplexed phase Fresnel lenses (MPFL) optimization method that 

searching a set of phase to make the diffraction peaks of the MPFL uniform by reducing 

the mutual effect [4]. 

 

 

Figure 2.7. Optimization methods of Kinoform. (a) Fourier iterative optimization method using 

Gerchberg-Saxton (GS) algorithm; (b) direct binary search optimization method for operating the 

hologram transmittance function; (c) annealing optimization method that changing a temperature 
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parameter and randomly perturbing the variables; (d) shape relative intensity optimization method 

that to choose an appropriate phase to maximum diffraction efficiency and shape the relative 

intensity distribution; (e) intermodulation reduce optimization method by minimizing the 

intermodulation effects; (f) optimal rotation angle (ORA) optimization method by searching the 

optimal light propagation vector; (g) genetic optimization method by quantize the Kinoform; (h) lens 

and grating optimization method that adding lens term to the blazed grating; (i) multiplexed phase 

Fresnel lenses (MPFL) optimization method by searching a set of phase to make the diffraction 

peaks uniform. 

 

2.4 Optical implementation methods of the CGH optimization 

 

The optical implementation methods of the CGH optimization are sorted into three types, 

as shown in fig. 2.8, (a) is the type that the CGH optimized only in the computer, and then 

displayed on the SLM and induced into optics for application output; (b) is the type that the 

properties from the SLM and Optics will be taken into consideration of the optimization of 

the CGH for a higher uniformity and diffraction efficiency according to the compensation 

for the properties; (c) is the in-system optimization type that we adopted in this research, 

the optimization of the CGH will take terminal feedback information, for example, the 

intensities from the focal spots or the processing scales from the workpiece, into account 

for a global compensation of the imperfections that exist in the optical systems. 

From the point of view of optimization results, mainly the uniformity and diffraction 

efficiency, the a, b, c three optical implementation methods are compared and discussed.     

Firstly, if we take use the (a) type method, a high-quality reconstruction with uniform 

diffraction peaks can be achieved in the computer, however, the reconstruction in the actual 

optical system is not ideal like that in the computer when the CGH displayed on the SLM 

and focused by the optics. For example, the paper demonstrated by Y. Hayasaki, that the 

CGH was calculated with iterative Fourier transform algorithm (Gershberg-Saxion 
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algorithm), shown the results that the uniformity of 9 spots’ intensities differed from 91% 

calculated in the computer to 58% measured in the optical system, and the diffraction 

efficiency was 86.2% when the total irradiation energy was 7.91 µJ, and the 9 micro-holes 

processed on the sample was vary from 1.29 µm to 1.40 µm, the uniformity of the 9 micro-

holes was 92.1% [1]. 

Secondly, if some properties of the SLM or the optics, such as spatial frequency 

response, unidentified slight misalignments and impurities, and target material, were taken 

into the calculation of the CGH for the optimization, just like that shown with fig. 2.8 (b) type 

method, a higher uniformity of the optical reconstruction can be obtained than that of (a) 

type. For instance, the method of compensating or the spatial frequency response of the 

SLM with ORA algorithm was reported by H. Takahashi. The uniformity of the optical 

reconstruction of 10 spots was differed from 74% that without compensation to 91% that 

with compensation, and the diffraction efficiency was vary from 60% to 61%. In addition, 

the uniformity of the 10 micro-holes’ scale was 76% due to the diameters differed from 0.94 

µm  to 1.24 µm  in the case with compensation, on the contrast, in the case with 

compensation, the uniformity was 84% since the diameter range from 0.87 µm to 1.03 µm 

when the irradiation energy was 1.9 µJ [42]. From the comparison results of whether the 

spatial frequency characteristics of SLM were compensated, it is obvious that it is 

necessary to take the properties of optical elements feedback to the optimization of CGH.   
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Figure 2.8. Optical implementation methods of the CGH optimization. (a) is the type that the CGH 

optimized only in the computer, and then displayed on the SLM and induced into optics for 

application output; (b) is the type that the properties from the SLM and Optics will be taken into 

consideration of the optimization of the CGH for a higher uniformity and diffraction efficiency 

according to the compensation for the properties; (c) is the in-system optimization type that we 

adopted in this research, the optimization of the CGH will take terminal feedback information. 

 

Finally, if the terminal feedback of the optical system can be obtained directly and 

iteratively, high quality holographic reconstruction could be realized without calculating the 

specific system imperfections. Optimization methods based on this principle, as shown in 

the fig. 2.8 (c), is called in-system optimization. A case in point is the method proposed by 

S. Hasegawa that optimize the CGH based on the uniformity improvement of the measured 

peak intensity. It is of great significance because the method can realize the compensation 

for the imperfections of the optical system automatically, no matter the specific 

imperfections originate from what aspects. The uniformity variation was from 97% that 

calculated in the computer to 95% that measured in the optical system, the deviation of the 

two cases was only 2% which is extremely smaller than that of the above two optimization 

types. And the uniformity of the 10 micro-holes’ diameter was 84% when a 1.5 µJ pulse 
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energy irradiated on the glass sample, although the diffraction efficiency reduced from 

theoretical of 98% to experimental of 58% due to the spatial frequency performance of the 

SLM [66]. This method is very useful, especially for industrial applications which strongly 

depend on the performance of the system and high-efficient production requirement 

because it can reduce the time consumption by collecting the global information from the 

optical system used for the CGH optimization rather than searching for a specific problem 

even people don’t know where it is. And the details about in-system optimization will be 

introduced in the next section. 

 

2.5 Classification in-system optimization 

 

The classification of the in-system optimization is described in fig. 2.9. It is sorted into two 

types, (a) type is the time-sequential type in-system optimization, and (b) is in-process type 

in-system optimization which we adopted in this research. The former is characterized by 

the sequence of optimization and processing, while the latter is characterized by 

simultaneous optimization and processing. 

 

Figure 2.9. Classification of in-system optimization. (a) the time-sequential type in-system 

optimization, which the optimization and processing are characterized by the sequency; (b) the in-

process type in-system optimization, which the optimization and processing are conducted 
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simultaneously.  

 

As the fig. 2.9 (a) shows, the time-sequential type in-system optimization methods are 

that the optimization and laser processing are carried out in a chronological sequence, 

namely after taking the terminal feedback information mentioned above into consideration 

of the optimization, conducting the laser processing with the optimal CGH. It also can give 

a high-quality CGH and a satisfactory result in the laser processing system. For example, 

the typical optimization method based on parallel second harmonic generation detection 

has been reported by S. Hasegawa [67]. This demonstration taken use of the measured 

second harmonic as the terminal feedback information generated by irradiating a non-

linear crystal with diffraction pulse to estimate the uniformity of the peak pulse intensity 

which depends on the pulse width and spatial pulse profile, and then optimized the CGH 

with ORA method until the optimal CGH was obtained, after that the laser processing was 

applied with the optimal CGH. The uniformities of the 18 parallel peak intensities and the 

processed structures were 95% and 88%, respectively. And minimum average diameter of 

271 nm also has been fabricated on the glass surface due to the improvement on the 

uniformity.  

Therefore, the high uniformity reconstruction and high accuracy laser processing can 

be realized by using this time-sequential type in-system optimization method.  

However, the parallel laser processing was performed after the CGH optimization 

process with the time-sequential methods, namely the optimization of the CGH was 

conducted in a static state of the processing system, so it was unable to respond to 

temporal changes of the optical system in real-time. Therefore, a dynamic optimization 

method is needed for confronting the complex application environments, such as beam 

pointing and shape fluctuations originating from the laser stability, external mechanical 

movements, air disturbance, temperature changes, and temporal fluctuations of the SLM.  

    To overcome the problem mentioned above, the in-process type in-system optimization 

method, as shown in fig. 2.9 (b), was proposed in this paper [68]. It can continuously 

optimize the CGH while applying holographic femtosecond laser processing, provide the 

advantages of monitoring and operating system imperfections in real time, consequently, 
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obtain a more stable high-throughput and high-precision femtosecond laser processing 

system. 

 

2.6 Summary  

 

In this chapter, with the background of improving the uniformity of CGH reproduced images, 

the historical background, advantages, and optimization methods of CGH are explained 

and classified, and the purpose and significance of this research are clarified.  

In section 2.2, the history, features, significance, types of CGH are mainly narrated 

from the point of view that what is CGH, what advantages does the CGH has, why a CGH 

is necessary to compare with a conventional hologram, and what kinds of CGH are 

developed by researchers.  

In section 2.3, the optimization methods of Kinoform, namely the phase-only type CGH 

which is adopted in this research, are sorted and discussed according to different principles 

for improving the quality and uniformity.  

In section 2.4, the classification of optical implementation methods for CGH 

optimization are described, namely three types that optimizing CGH only in the computer, 

considering the characteristics of the components in the optical system into CGH 

optimization, and optimizing the terminal output of the optical system. In addition, the 

position of this study in all the methods is clarified.  

In section 2.5, the classification of the in-system optimization was given, which is 

sorted into two types that one is the time-sequential type and another is the in-process 

type, the later type is the mainly method we used in this research for the attempt of 

optimizing the CGH continuously while applying laser processing simultaneously in real-

time.  
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Chapter 3: 2D implementation of in-

system optimization 

 

3.1 Introduction 

 

In this chapter, the implementation methods of the in-system optimization of 2D CGH used 

in our research are described. In section 3.2, the concept of 2D CGH in-system 

optimization for holographic femtosecond laser processing will be explained, including the 

introduction of the components of the implementation methods and the operation process. 

In section 3.3, the optical setup will be illustrated, including the performance parameters of 

each optical element and the modulation characteristics of the laser beam. In section 3.4, 

the calculation method of CGH is clearly described, and the operation principle of the 

iterative algorithm will also be described. In section 3.5, it will focus on how to optimize a 

2D CGH in the actual optical system and form a closed-loop operation with the computer.  

In section 3.6, experimental results of the in-system optimization for 2D CGH will be 

described, including the light intensity uniformity, processing scale consistency, and the 

environmental perturbation influences. In section 3.7, the general summary about this 

chapter will be given. 

 

3.2 Concept 

 

The fig. 3.1 shows the concept of the 2D CGH in-system optimization for holographic 

femtosecond laser processing [68]. The optimization process was performed iteratively by 

adjusting the light amplitude and phase distribution to approach a target uniformity. The 

completion of the iterative optimization was based on the orderly information processing 
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and transmission of the overall system. And the one iteration process mainly consists of 

the works from a computer, an SLM, optics, and a CCD image sensor. The computer was 

mainly responsible for the works that the design of the CGH, uniformity optimization, result 

estimation, the extraction of the light intensity from the captured image, and orderly 

operation of various components of the overall system. The SLM was used to spatially 

modulate the incident light. According to the different CGH displayed on the SLM, the 

modulated spatially shaped beam will present different diffraction patterns, which are the 

patterns that desired. The optics were used to complete the Fourier transform of the 

diffraction beams, the formation of the spatial optical reconstructions, and the holographic 

femtosecond laser processing. The CCD image sensor was a key component of the 

optimization process because it carried the mission of obtaining the information from the 

spatial optical reconstructions. This information not only reflects the desired pattern, but 

also reflects the low uniformity caused by the unknown imperfections from the entire 

system.  

    The optical reconstructions of the CGH, detection of the reconstructions, and 

recalculation of the CGH were iteratively performed based on the rewritable capability of 

the LCOS-SLM while the laser processing was being performed in the holographic 

femtosecond laser processing. 
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Figure 3.1. Concept of the 2D CGH in-system optimization for holographic femtosecond laser 

processing.  

 

3.3 Optical setup 

 

Figure 3.2 shows the holographic femtosecond laser processing setup with in-system 

optimization of the CGH.  

A femtosecond fiber laser (IMRA, FCPA µJewel D1000) generated the femtosecond 

laser pulse with a center wavelength of 1041 nm, a maximum power of 1 W, a repetition 

frequency of 100 kHz, and a pulse width of ∼550 fs.  

The pulse energy was firstly adjusted with a set of half-wave plate (HWP) and a 

polarized beam splitter (PBS), and the light pulse was then collimated by a 2× beam 

expander (Thorlabs, GBE02-B), which was corresponding to the liquid crystal panel size 

of the SLM.  
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Figure 3.2. Setup of the system for in-system optimization of a 2D CGH for holographic femtosecond 

laser processing. 

 

The pulse was diffracted by a designed CGH displayed on a reflective liquid-crystal-

on-silicon spatial light modulator (LCOS-SLM; Hamamatsu Photonics, X10468), with an 

operating wavelength range of 1050 ±  50 nm, a panel size of 15.8 × 12 mm, a pixel 

resolution of 792 × 600 pixels, a pixel pitch of 20 µ𝑚, an aperture ratio of 98%, a gray level 

of 8 bit (256), a maximum phase depth of 2.359𝜋 rad, a 2𝜋 rad phase delay was obtained 

at a gray value of 210 for the wavelength of 1041 nm, a max spatial resolution of 25 lp/mm, 

a rise response time of 20 ms, and a fall response time of 80 ms.  

The fig. 3.3 shows the internal structure of the SLM, and the principle of the phase 

modulation. The most important part of this structure for phase modulation is the parallel 

aligned nematic liquid crystal layer. The controller will assign different voltage values to 

different liquid crystal units according to the different CGH displayed on the SLM, and this 

voltage value determines the rotation angle of the liquid crystal molecules. After the 

incident wavefront is modulated by the liquid crystal layer rotated at a certain angle, the 
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phase delay of the reflected wavefront is determined by the formula 𝜎 = (2𝜋𝑑/𝜆0)|∆𝑛| , 

where 𝑑 is the liquid crystal thickness, 𝜆0 is the incident wavelength. And ∆𝑛, namely the 

refraction index, is given by the formula ∆𝑛 = 𝑛𝑒(𝜃𝑑) − 𝑛0 , where the 𝑛𝑒  is the 

extraordinary refraction index, 𝜃𝑑 is the rotation angle, and 𝑛0 is the refraction index along 

the optical axis, respectively. In addition, the change of the optical pathlength 𝐿 can be 

calculated by the formula 𝐿 = 𝑠𝑛 , where s is the geometric pathlength, and n is the 

refraction index mentioned above. 

 

 

Figure 3.3. Phase modulation concept of the SLM that the incident wavefront can be modulated by 

the liquid crystal rotation according to the CGH displayed on the SLM. 

 

The phase modulation depth characteristics of the SLM according to the input gray 

value was shown in fig. 3.4. For the case of the femtosecond laser source with center 

wavelength of 1041 nm, the capability of the phase modulation is quite adequate, as the 

test results show that the modulation range has exceeded 2𝜋 rad. 
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Figure 3.4. Phase modulation characteristics of X10468-03 SLM response to different wavelength. 

A 2𝜋 rad phase delay was obtained at a gray value of 210 for the wavelength of 1041 nm in this 

setup. 

 

The resulting spatially shaped optical pattern was then reduced with a 50× microscope 

objective (Mitutoyo, Apo NIR HR), with a numerical aperture (NA) of 0.65, and was made 

incident on a sample fixed on a linear stage (Aerotech, ANT95-50-XY-MP). 

A complementary metal–oxide–semiconductor (CMOS) image sensor (Imaging 

Source, DMK33UP1300), a white LED, a lens, and an IR-cut filter were used to monitor 

the laser processing. 

Partial light intensity of the spatially shaped pattern was incident on a charge-coupled 

device (CCD) image sensor (Imaging Source, DMK23U274) with 1600 × 1200 pixels 

having a pixel size of 4.4 µm × 4.4 µm, 8-bit A/D conversion, and a frame rate of 20 frames 

per second through a dielectric mirror (Thorlabs, BB1-E03P) for in-system optimization of 

the CGH, and captured images data were transferred to a personal computer. 

 

3.4 CGH calculation 
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The 2D CGH calculation was completed with a modified version of the weighted iterative 

Fourier transform (WIFT) method [69]. As shown in fig. 3.5, the flow char of the 2D CGH 

calculation, a uniform initial amplitude and an initial phase distribution were input into the 

iteration for the calculation, where the initial phase can be a random one or an approaching 

one to the target CGH, and 𝑖 represented the iteration time. And the diffraction calculation 

of the complex amplitude was performed by the Fast Fourier transform (FFT) and the 

inverse Fast Fourier transform (IFFT) [70]. The target was desired pattern with uniform 

parallel beams, and the weighting was the process that assigned different weight values 

to different diffraction peaks by using the WIFT method for adjusting the differences 

between the intensities. The calculation of the CGH was conducted in finite times iterations 

until a satisfactory uniformity result was obtained, and according to our experimental 

experiences, we preset 𝑖 = 30 times for the calculation and optimization. 

 



42 
 

 

Figure 3.5. Calculation flow chart of 2D CGH principle. 

 

3.5 CGH optimization 

 

The optimization method was completed by the observation method of the intensities of 

the diffraction spots at the Fourier plane in the actual optical system and the CGH 

recalculation in the computer, as the schematic shown in fig. 3.6. The green circle indicates 

the region of one diffraction spot captured by the image sensor. And the red square 

represents the intercepted part in the diffraction spot region. The gray values of all the 



43 
 

pixels in the red square will be summed up as the measured intensity for the estimation 

calculation. The measured intensity 𝐼𝑚 of each diffraction spot was calculated by summing 

the pixel values within the red square region. If the target light intensity 𝐼𝑡  is set to a 

constant 1, then a normalization process of the measured one 𝐼𝑚 is needed. The intensity 

adjustment was performed with the equation 𝑤(𝑛) = [𝐼𝑡(𝑛)/𝐼𝑚(𝑛)]𝛼 , where 𝑤(𝑛)  is the 

weighting value of the nth diffraction spot, and  𝐼𝑡(𝑛)  and 𝐼𝑚(𝑛)  are the target uniform 

intensity preset before the optimization and the measured intensity by the CCD image 

sensor in each iteration, respectively.  

    The estimation of the uniformity was calculated according to the criterion 𝑈 = 𝐼𝑚𝑖𝑛/𝐼𝑚𝑎𝑥, 

where 𝐼𝑚𝑖𝑛 and 𝐼𝑚𝑎𝑥 are the minimum and maximum intensity in all the diffraction spots, 

respectively.  

 

 

 

Figure 3.6. Observation method of intensities of the diffraction spots at the Fourier plane in the actual 

optical system for the CGH optimization. The green circle and the red square indicate the diffraction 

spot region and the value summation region in pixels, respectively. The sum of all pixel values within 

the red square represents the intensity of the diffraction spot. 
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3.6 Experimental results 

The 2D in-system optimization results were obtained by using the optical setup in the fig. 

3.2.  

Figure 3.7 shows the process of in-system optimization for 36 diffraction spots. Figure 

3.7 (a) shows the initially optimized CGH. The CGH shown here is, actually, the grayscale 

image displayed on the SLM, and the grayscale value is used to represent different phase 

information. Figure 3.7 (b) shows the initially reconstructed pattern. Figure 3.7 (c) shows 

the optimized CGH. Figure 3.7 (d) shows the optimized reconstruction detected by the 

CCD image sensor. The spacing between the diffraction spots was 391.6 µm on the image 

sensor plane, and the corresponding spacing on the sample plane was 7.9 µm. The 

diffraction efficacy was 86.61%. Figure 3.7 (e) shows temporal traces of the 36 diffraction 

spot intensities. Three 𝑈 curves are shown, a red dotted line, a black dotted line and a blue 

dotted line, which represent the changes in uniformity when a parameter in the WIFT 

method 𝛼 was equal to 1/4, 1/6, and 1/8, respectively, as calculated with the weight 𝑤(𝑛) =

[𝐼𝑡(𝑛)/𝐼𝑚(𝑛)]𝛼 for the nth diffraction spot mentioned in this chapter. It can be seen from the 

trend of the three uniformity curves that the larger 𝛼 is, the faster the optimization speed 

and the more uneven the curve, whereas the smaller 𝛼  is, the slower the optimization 

speed and the smoother the curve. The 36 diffraction spots gradually became uniform, and 

𝑈 reached a maximum value of 0.98 from the initial value of 0.27 after 100 iterations based 

on the criterion 𝑈 = 𝐼𝑚𝑖𝑛/𝐼𝑚𝑎𝑥. The amount of time for the 100 iterations was 110 seconds, 

depending on the response time of the LCOS-SLM, the image capturing time of the CCD 

image sensor, and the calculation times of the FFT, image processing operations, and 

some other signal processing operations in the computer.  
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Figure 3.7. The variation of the spot intensity and the uniformity of in-system optimization for 36 

diffraction spots: (a) the initially optimized CGH; (b) the initially reconstructed pattern; (c) the 

optimized reconstruction of the CGH; (d) the optimized reconstructed pattern; (e) the temporal traces 

of the 36 diffraction spots and three 𝑈 curves, where the red dotted line, the black dotted line, and 

the blue dotted line represent the trend of uniformity changes when 𝛼 was equal to 1/4, 1/6, and 1/8, 

respectively. 
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Figure 3.8 shows the investigation of different 𝛼 values for the 200 times uniformity 

optimization of 36 diffraction spots. As 𝛼 variated from the value of 0.02 to 0.8, it can be 

seen from the trend of the uniformity curves that the larger 𝛼 is, the faster the optimization 

speed and the more uneven the curve, whereas the smaller 𝛼  is, the slower the 

optimization speed and the smoother the curve. When the 𝛼 comes to 0.8, although the 

speed of optimization was very fast, it showed obvious fluctuations, and the uniformity 

began to decline sharply after about 190th iteration. Therefore, the value of 0.8 was a limit 

in this experiment. 

 

 

Figure 3.8. Investigation of different 𝛼 values for the uniformity optimization. As the 𝛼 variated from 

0.02 to 0.8, and the curves were smoothing. 

 

Figure 3.9 shows holographic parallel laser fabrication while applying in-system 

optimization of the CGH. The energy of the incident laser pulse to LCOS-SLM was 3.75 

µJ. The total pulse energy of the seven focal spots was 2.40 µJ on the sample, and thus 

the average energy of the seven focal spots was 0.34µJ, which was a little higher than the 

ablation threshold of 0.30 µJ. Seven parallel focus beams were radiated onto a glass 

surface (super-white crown glass, thickness 0.8 ∼ 1 mm) (Schott, B270) with one-
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directional lateral translation. The parallel focus beams gradually became uniform. Figure 

3.9 (a) shows the temporal traces of intensities of the seven parallel spots and the 𝑈 curve. 

Figures 3.9 (b) – (d) show the fabrication areas around at the 5th, 50th, and 100th iterations 

of the CGH optimization, respectively. The images were obtained by a field-emission 

scanning electron microscope (FE-SEM) (Hitachi, S-4500). At the 5th iteration, the line 

structure had width variations of 0.80 to 1.19 µm, and the uniformity of the width reached 

only 0.67. At the 50th iteration, the width variations were 1.15 to 1.19 µm, and the uniformity 

was improved from 0.67 to 0.97. Finally, at the 100th iteration, the width variations had 

become uniform at 0.98 to 0.99 µm, showing that the uniformity of the width reached the 

optimal value of 0.99. 
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Figure 3.9. Seven holographic parallel lines laser fabricated while applying in-system optimization 

of CGH showing (a) the temporal traces of the seven parallel spots and 𝑈. The ablation results of 

the 7 lines at (b) the 5th iteration, (c) the 50th iteration, and (d) the 100th iteration of the optimization. 

 

We also conducted environmental experiments concerned about the vibration, the 
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intensity variation and the entrance pupil variation in the procedure of in-system 

optimization.  

Figure 3.10 shows the process of in-system optimization for 36 diffraction spots. The 

difference from the results shown in fig. 3.7 is that external vibrations were intentionally 

applied to the laser processing system. The external vibrations were given by applying an 

impact to the breadboard on which the LCOS-SLM module was fixed. At around the 40th 

and 80th iterations, the intensities fluctuated and, as a result, the uniformity decreased 

suddenly. However, after several iterations of in-system optimization, the spot intensity 

reached the uniform value again, and of course, the uniformity returned to the optimal result 

again. Therefore, we consider that, although vibration factors in the actual laser processing 

environment have a significant impact on the optical system, we can re-optimize the 

uniformity in real time by using in-system optimization, and can achieve satisfactory results. 

 

 

 

Figure 3.10. The variation of the spot intensity and the uniformity by applying vibrations two times 

during the processing of the in-system optimization for 36 diffraction spots. 

 

In order to make a clear contrast with the system without optimization performance, 
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we summarized the results of the two systems after one-time vibration as shown in fig. 

3.11. According to the discussion of the results in fig. 3.10, the vibration resulted in the 

fluctuation of the spot intensities and the uniformity decreased in the same time. In terms 

of the system with optimization, the spot intensities can be unified and the uniformity also 

can be re-optimized to the optimal value of 0.98. On the contrast, the other system that 

without optimization, kept on the decreased uniformity until the end of the procedure. 

Therefore, although the environmental factors such as vibration are inevitable in the 

procedure of practical laser processing, but in our work, we successfully maintained the 

uniformity of the diffraction spots in a high degree. 

 

 

Figure 3.11. Schematic of the comparison between the system with optimization performance and 

the system without optimization performance by conducting one-time vibration in the procedure of 

the in-system optimization for 36 diffraction spots. 

 

 

Figure 3.12 schematic of the results of the variation of the spot intensity and the 

uniformity by changing the energy pulse of in-system optimization for 36 diffraction spots. 
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As be seen from the graph which indicates spot intensity versus iteration in fig. 3.12, the 

lines in different colors represents the spot intensities of 36 diffraction peaks, even the 

pulse energy increased by 50% at about 50th time of iteration by adjusting HWP, resulted 

in all the intensities of diffraction spots raised to a high level simultaneously, but the 

uniformity was still highly consistent. And a comparison between two energy states was 

shown in the graph which indicates uniformity versus iteration, they illustrated an extremely 

similar curve in the whole procedure of in-system optimization, where the black dot and the 

red dot in the graph represent the stable energy state and the unstable energy state, 

respectively. Thus, in our opinion, this experiment simulated the actual case that even the 

laser pulse conducted unstable state, for instance, pulse energy increases suddenly or 

decrease suddenly, there were almost no influence on the optical system by taking 

advantage of our in-system optimization method. 

 

 

Figure 3.12. Schematic of the results of the variation of the spot intensity and the uniformity by 

changing the energy pulse in the procedure of the in-system optimization for 36 diffraction spots. 

 

Figure 3.13 illustrates the results of the variation of the spot intensity and the uniformity 

by changing the diameter of the entrance pupil in the procedure of the in-system 
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optimization for 36 diffraction spots. We expanded the diameter of the entrance pupil at 

about 50th of the iteration, it resulted in an increase in the amount and the diameter of the 

incident light, consequently, it led to the spot intensities differ from each other again and 

the decrease in uniformity due to the transformation of nonlinear irradiance. However, with 

the spot intensities have been unified by times of optimization the uniformity also returned 

to the optimal value in finally. 

 

 

Figure 3.13. Schematic of the results of the variation of the spot intensity and the uniformity by 

changing the diameter of the entrance pupil in the procedure of the in-system optimization for 36 diffraction 

spots. 

 

3.7 Summary 

 

In this chapter, the implementation is given from the perspective of the specific method and 

principle of realizing the in-system optimization for 2D CGH. In section 3.2, it is the first 

time to propose the concept that can realize the holographic laser processing while 

applying optimization by combining optics and computer systems. As for section 3.3, the 
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successful construction of the optical system realizes the effective combination of 

computer and optical elements and makes the processing process of optical information 

visual and in real-time. In section 3.4, the iterative calculation method based on WIFT is 

described in detail, and through this method, the object information contained in CGH can 

gradually approach the target value, so as to calculate the optimal CGH for laser 

processing. In section 3.5, the necessity of CGH in-system optimization in the practical 

optical systems is emphasized, that is, there are static and dynamic imperfections in the 

system. The method in this paper can carry out specific optimization methods for different 

setups to ensure optimal performance. In section 3.6, the experimental results verify the 

feasibility and effectiveness of the method. These results include the optimized 2D CGH, 

the uniform optical reconstructions, and the ability to withstand external interference in real-

time operations. Not only the static imperfection is effectively compensated to make the 

spot uniformity reach the ideal value, but also the experimental results of a series of 

dynamic disturbances such as vibration can further prove that this method can provide high 

stability performance in practical industrial production. The feasibility, necessity, and 

effectiveness of the in-system optimization are proved by the experimental results, and the 

stability and precision of the holographic femtosecond laser processing system can be 

improved.  
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Chapter 4: 3D implementation of in-

system optimization 

 

4.1 Introduction 

In this chapter, the implementation methods of in-system optimization of three-dimensional 

(3D) CGH for holographic laser processing will be demonstrated, especially the 

observation way of 3D focusing and the corresponding CGH recalculation from the 

observation. In section 4.2, mainly introduces the concept of the feedback control for 3D 

focusing and processing. The functions and operation mechanism of the four components 

in the system are outlined, especially the detection module for 3D focusing is proposed for 

the first time. In section 4.3, the optical setup based on the above principle is explained in 

detail. And among the optics, the automatic control of some components is introduced to 

realize the iterative capturing and optimization of 3D focusing. In section 4.4, introduces 

how the cooperation between the imager and the linear stage under the control of the 

computer realizes the observation of 3D focusing information step by step. In section 4.5, 

the specific method of calculating CGH containing 3D information based on angular 

spectrum (AS) method is described. In section 4.6, the optimization calculation and 

evaluation method of 3D CGH are explained, which is based on the combination of WIFT 

algorithm and AS method mentioned above. In section 4.7, shows the experimental results 

about the feedback control of the 3D focusing, the optimized CGH, and the improvement 

of 3D laser processing. And in section 4.8, we will give a summary about this chapter. 

 

4.2 Concept 
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Figure 4.1 shows the concept of three-dimensional holographic parallel focusing with 

feedback control for femtosecond laser processing [71]. The feedback system mainly 

consists of an optical system and a computer, and has four components including a CGH 

calculation software, an SLM, an optics, and a 3D focus detection module (3D-FDM). The 

CGH calculation software is used for optimizing the CGH. The SLM modulates the incident 

wavefront with CGH data calculated in the computer. The optics are customized for an 

application, in this research for femtosecond laser processing. The 3D-FDM obtains the 

3D optical reconstructions of the CGH and transfers the data to the computer. The key 

points of this feedback system are the implementation of the 3D-FDM and the 

corresponding CGH recalculation for 3D parallel focusing. They were details in the next 

paragraphs in this section. 

 

 

Figure 4.1. Concept of the feedback control for 3D parallel focusing. 

 

4.3 Optical setup 

 

Figure 4.2 (a) illustrates the schematic of 3D holographic laser processing system with 

feedback control of 3D parallel focusing. Figure 4.2 (b) and (c) show the laser machining 

head and the details of the 3D-FDM. Figure 4.2 (d) shows a photograph of the actual 
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experimental setup. The generation of the femtosecond laser pulse was from a 

femtosecond fiber laser (Light conversion, PHAROS), with a center wavelength of 1030 

nm, a repetition frequency of 10 kHz, and a pulse width of ~150 fs. A set of a half-wave 

plate (HWP) and a polarized beam splitter (PBS) was used to adjust the pulse energy, and 

a 2× beam expander (Thorlabs, GBE02-B) was used for the collimation of the laser pulse. 

The 3D pattern was optically reconstructed after the pulse diffraction that occurred on a 

liquid-crystal-on-silicon spatial light modulator (LCOS-SLM; Hamamatsu Photonics, 

X10468-03) which a pre-designed CGH displayed on it. 

Then the 3D pattern was separated into two light arms by a dielectric mirror (Thorlabs, 

BB1-E03P), one was detected by the 3D-FDM detailed shown in the fig. 4.2 (c), mainly 

completed with the imager 2, a charge-coupled device (CCD) image sensor (Imaging 

Source, DMK23U274) with 1600 × 1200 pixels having a pixel size of 4.4 µm × 4.4 µm, 12-

bit A/D conversion, and a frame rate of 20 frames per second (fps), a lens with a focal 

length of 200 mm, and a programmable linear stage 3 (SIGMA, SGSP-25ACT) to carry the 

imager to different focal positions iteratively for the feedback control of the 3D parallel 

focusing. In addition, the imager 2 output was transferred to a personal computer for the 

estimation and calculation of the CGH. 
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Figure 4.2. (a) Holographic laser processing system with feedback control of 3D parallel focusing, 

(b) the laser machining head, and (c) 3D-FDM. (d) Appearance of the laser processing system. 



58 
 

 

Another light arm was then reduced and incident inside a glass sample (MATSUNAMI, 

microscope slide glass, thickness 0.8~1 mm) by a 50× microscope objective (Mitutoyo, 

Apo NIR HR) with a numerical aperture of 0.65. In addition, the stage 3, a X-Y linear 

(Aerotech, ANT95-50-XY-MP) was used to translating the glass sample perpendicular to 

the axis of the laser pulses. Furthermore, the imager 1 (Imaging Source, DMK33UP1300, 

CMOS image sensor), a white LED, a z-direction linear stage (THORLABS, MTS25/M-Z8), 

a lens, and an IR-cut filter were used to monitor the holographic laser processing. 

 

4.4 Observation method of 3D focusing 

 

The most important key points of the implementation in this optimization method are the 

observation method of the 3D focusing intensities and the recalculation of the CGH from 

the observation. Here, the observation process will be introduced. Since the optimization 

is based on the method of moving the CCD image sensor to different focal planes, the 

capture of the CCD image sensor and the movement of the linear stage should be uniformly 

scheduled through the computer programming. As the CCD image sensor and the linear 

stage are programmable, so we can obtain the status information and trace the moving 

position in real-time. Therefore, as shown in fig. 4.3, the observation process of the 3D 

focusing intensities can be scheduled in following steps: 

(i) firstly, move the linear stage to the specified position, and then return the position 

information and the signal that the motion has stopped; 

(ii) according to the received signals, the computer judges that it is ready for capture 

at this time, and transmits the capturing command to the CCD image sensor; 

(iii) after completing the capturing action, the computer transmits a command to the 

linear stage to move to the next specified position. 

These actions were iterative controlled by the computer to realize an automated, 

efficient, and high-precision optimization process. 
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Figure 4.3. Observation method of 3D focusing by controlling the linear stage and the CCD image 

sensor with computer programming.  

 

4.5 CGH calculation 

 

Figure 4.4 shows a flow chart of the CGH calculation and the uniformity estimation for the 

3D parallel focusing. Its completion is mainly based on two algorithm blocks, one is the 

diffraction calculation (DC) based on the angular spectrum (AS) method [72,73], and the 

other is the modified version of the weighted iterative Fourier transform (WIFT) algorithm 

[74,75]. 

By using the AS method, based on the principle of plane wave superposition 

transmission, the propagation solution of a three-dimensional spectrum is obtained. The 

key point in this method is the angular spectrum propagator 𝐻(𝑓𝑥, 𝑓𝑦)  as 𝐻(𝑓𝑥, 𝑓𝑦) =
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 𝑒𝑥𝑝 [ 𝑗𝑘𝑧√1 − (𝜆𝑓𝑥)2 − (𝜆𝑓𝑦)2 ]. Because this formula includes the z factor along the optical 

axis, we can control the propagation distance of the angular spectrum by changing the 

value. Therefore, using the convolution of the spectrum of the object plane and the angular 

spectrum propagator, the spectrum of the image plane at arbitrary axial position can be 

calculated. And then the spectrum propagation is completed by the combining the fast 

Fourier transform (FFT). Also, the discrete diffraction plane with the number of G should 

be considered. Here, the axial position z was given by the equation 𝑧 = 𝑧0 + (𝑔 − 1) × ∆𝑧, 

where 𝑧0  is the first plane of the diffraction calculation, ∆𝑧  is the interval between the 

diffraction planes, and 𝑔 ={1, 2, ..., G} is an index of the diffraction planes. In addition, the 

flow chart here specifies that G is 4 and i is 30. 

 

Figure 4.4. Principle of the estimation of the 3D reconstructions and the calculation of the 

corresponding CGH using AS method and WIFT algorithm. U: complex amplitude; DC: diffraction 

calculation; A(z): amplitude of z th plane; 𝜑 (z): phase of z th plane; T: target intensity; W: weighting 

operation; IDC: inverse diffraction calculation; g: an index of the diffraction planes; Sum: summation 

operation of the CGHs in different planes; i: iteration number. 

 

4.6 CGH optimization 

 

The optimization of the CGH is based on the estimation of the corresponding 3D focusing 

intensity distribution. And it is iteratively performed by using the WIFT algorithm. This 

process is mainly including the DC, the inverse DC, a weighting operation, and the 
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synthesis for the CGHs that contained 3D focusing information on different focal planes. 

The differences between the former WIFT algorithm used in the previous work and the 

modified version here were the replacement of the simple FFT to the DC and the 

summation operation of the phase distribution. In addition, the DC was actually performed 

in the optical system and the IDC and summation were completed in the computer. The 

weighting operation, represented by the letter ‘W’ in fig. 4.4, was used to assign different 

weight values to each spot intensity for the optimization according to the proportion of the 

target and the measured intensities, for example, the weighting function for the n-th 

diffraction peak of the g-th diffraction plane was 𝑤(𝑔, 𝑛) = [𝐼𝑡(𝑔, 𝑛) 𝐼𝑚(𝑔, 𝑛)⁄ ]𝛼 , where 

𝐼𝑡(𝑔, 𝑛)  and 𝐼𝑚(𝑔, 𝑛)  are the target intensity and the measured intensity with an image 

sensor, denoted by the letter ‘T’ and ‘A’, respectively. The synthesis of the CGHs for 

generating the 3D parallel focusing was performed by the summation operation of the 

CGHs calculated on the respective diffraction plane, {𝜙1, 𝜙2, ⋯ , 𝜙𝑔, ⋯ ,  𝜙𝐺}.  It was simply 

calculated as 𝜙𝑠𝑢𝑚 = 𝑚𝑜𝑑(𝜙1+𝜙2 + ⋯ +𝜙𝐺 , 2𝜋).  

When the CGH is optimized for uniformizing the parallel focusing beams, the 

reconstruction was estimated with a uniformity criterion 𝑈𝐼 =  𝐼𝑚𝑖𝑛/ 𝐼𝑚𝑎𝑥, where 𝐼𝑚𝑖𝑛 and 

𝐼𝑚𝑎𝑥 are the minimum and the maximum intensities of all the diffraction peaks, respectively. 

The feedback control was iteratively performed until a satisfactory uniformity was obtained. 

Actually, the iteration number can be set according to experimental experience, here, we 

preset 30 times. 

Figure 4.5 indicates an implementation of the 3D focus detection module (3D-FDM). 

In this figure, the explanation for the case of G = 4 is indicated, and the values used in it 

are corresponding to them used in the experiments we will indicate in chapter 4. The 

focusing spot intensities at four diffraction planes, are detected with automatically 

reciprocating motion of the programmable linear stage controlled by a computer. This direct 

implementation using the mechanical movement has a low repetition, but is suitable for the 

first implementation because of no detection error derived from the method. The CGH is 

displayed on the SLM and then the formed 3D diffraction patterns are detected by the CCD 

image sensor at four focal positions respectively. The detection of the reconstructions on 

the respective plane, and recalculation of the CGH, which is iteratively performed based 
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on the rewritable capability of the SLM. 

 

 

Figure 4.5. 3D focus detection module implemented with a reciprocal movement of a CCD image 

sensor fixed on the programable linear stage. The CGH generates the parallel focusing on multi 

diffraction planes along the optical axis. 

 

4.7 Experimental results 

 

The 3D in-system optimization results were obtained by taking use of the optical setup in 

fig. 4.2. 

In order to verify whether the designed CGH containing 3D information can be used 

for 3D image reconstruction and 3D structure processing in the actual optical system, as 

shown in fig. 4.6, a verification attempt was conducted. The super-white crown glass was 

used in this experiment. Figure 4.6 (a) was the designed CGH that contains 3D information 

of 19 spots; (b) was the simulation image of 19 diffraction spots, the interval between the 

spots was set to 3 mm; (c) was the observation of the 19 spots by using the laser viewing 

card at Fourier plane, the focal spot at the far left of the image is furthest from the Fourier 
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plane and therefore appears to be defocused, while the focal spot at the far right is closest 

to the Fourier plane and therefore well focused on the plane; (d) was the observation of 

the ‘snake’ beam was irradiated into a fluorescent liquid, the three lines represent the 

extension lines of the focal spots distributed along the y axis after irradiating the liquid, and 

the middle line is the thickest because there were more focal spots in that y coordinate, 

which means there was more energy; (e) shown the 3D structure processing attempt which 

was processed inside glass and observed by microscope, 19 spots were successfully 

processed on different layers of the sample with total energy of 7.79 µJ, and the spacing 

between the adjacent layers was 3 µm.  

Therefore, it was verified that 3D CGH can complete the establishment of 3D optical 

reconstruction and the processing of 3D structure in the actual optical system. 
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Figure 4.6. Verification of the 3D parallel ‘snake’ beam formation and processing. (a) designed CGH 

that contains 3D information of 19 spots; (b) simulation image of 19 spots, the interval between the 

spots was set to 3 mm; (c) observation of the 19 spots by using the laser viewing card at Fourier 

plane, the focal spot at the far left of the image is furthest from the Fourier plane and therefore 

appears to be defocused, while the focal spot at the far right is closest to the Fourier plane and 

therefore well focused on the plane; (d) observation of the ‘snake’ beam was irradiated into a 

fluorescent liquid, the three lines represent the extension lines of the focal spots distributed along 

the y axis after irradiating the liquid, and the middle line is the thickest because there were more 

focal spots in that y coordinate, which means there's more energy; (e) the 3D structure processing 

attempt which was processed inside glass and observed by microscope, 19 spots were successfully 
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processed on different layers of the sample, the spacing between the adjacent layers was 3 µm.  

 

Figure 4.7 indicates the identification and calculation sequence of 3D diffraction spots by 

moving the CCD image sensor to different focal planes using a linear stage according to 

the method discussed in section 4.4, in this case totally 40 spots at four planes. It is very 

important to give the diffraction spots order due to the optimization process was to assign 

different weight values to different light intensity distribution, and these sequence numbers 

will follow the corresponding diffraction spots until the optimization is complete. (a) the 

seven spots in the letter 'C' were given numeric numbers from 0 to 6; (b) ten spots in letter 

‘O’ were given numeric numbers from 7 to 16; (c) twelve spots in letter ‘R’ were given 

numeric numbers from 17 to 28; and (d) eleven spots in letter ‘E’ were given numeric 

numbers from 29 to 39. 
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Figure 4.7. Identification and calculation sequence of 3D diffraction spots by moving the CCD image 

sensor to different focal planes, in this case totally 40 spots in four planes. (a) seven spots in the 

letter 'C' were given numeric numbers from 0 to 6; (b) ten spots in letter ‘O’ were given numeric 

numbers from 7 to 16; (c) twelve spots in letter ‘R’ were given numeric numbers from 17 to 28; and 

(d) eleven spots in letter ‘E’ were given numeric numbers from 29 to 39. 

 

Figure 4.8 shows the experimental optimization results of 40 diffraction spots with 

feedback control: (a) the optimized optical 3D reconstructions; (b) the intensities of the 40 

diffraction spots, and the corresponding uniformity (𝑈)  curve. In fig (a), there are three 

optimization order of 1st, 5th, and 30th iteration that are pointed to the row with black arrows. 
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And the optimized reconstructions detected by the imager at focal positions of 206 mm, 

212 mm, 218 mm, and 224 mm were shown in each order that are pointed to the column 

with colorful arrows, according to the letter ‘C’, ‘O’, ‘R’, ‘E’. The diameter of the diffraction 

spots was 76.56 µm on the imager plane. In addition, the diffraction efficiency obtained by 

dividing the diffracted beam energy by total energy including zero-order was 71.0%. The 

intensity curves of the 40 diffraction spots represented the ‘CORE’ are shown in red lines, 

blue lines, green lines, and orange lines, respectively. From the direction of intensity curves, 

it can be seen that they were very different at the beginning of optimization. However, with 

the progress of optimization, they were gradually homogenized to a unified value. And the 

𝑈 curve shown in the black dotted line was improved from the initial value of 0.13 to a 

maximum value of 0.96 within 30 iterations. The total time consumption for the 30 iterations 

was 471.9 seconds, that is 15.73 seconds for each iteration, which included the moving 

time of the linear stage (9.29 seconds), the capturing time of the CCD image sensor (0.08 

seconds), the response time of the LCOS-SLM (0.26 seconds), the FFT calculation time 

(4.14 seconds), the image processing operations (0.88 seconds), and some other signal 

processing operations in the computer (1.08 seconds). If we can use a high-speed stage 

(e.g., Aerotech, ANT95-50-XY-MP) to replace the stage we are using now, accompany with 

a high-frame-rate imager (e.g., Imaging Source, DMK33UP1300) and LCOS-SLM (e.g., 

Meadowlark Optics, HSP1920-500-1200-HSP8), and a high-performance GPU hardware 

(e.g., GeForce, GTX 1660 SUPERTM OC 6 G), the optimization speeding-up in future work 

for the quantitative estimation may be controlled within 1 s to satisfy the actual industrial 

produce needs. 

 

 



68 
 

 

Figure 4.8. The variation of the spot intensity and the uniformity of feedback control for 40 

diffraction spots, including the optimized optical reconstructions, the temporal intensities of the 40 

diffraction spots and the 𝑈 curve. Here, the red lines, the blue lines, the green lines and the orange 

lines represent the intensities of the first focal plane, the second focal plane, the third focal plane 

and the fourth focal plane, respectively.  The 𝑈 curve shown in the black dotted line indicates the 

trend of uniformity changes within 30 iterations. 

 

Figure 4.9 shows: (a) 3D holographic laser fabrication of 40 parallel micro-holes 

irradiated vertically at four different depths along the optical axis direction inside a glass 

sample while applying feedback control of the CGH of 1st, 5th, and 30th fabrication orders; 

(b) the enlarged images of the fabricated area for easily recognizing the changes from 1st 

to 30th fabrication orders. The total pulse energy of the 40 focal spots was 17.82 µJ on the 

sample (super-white crown glass), and so the average energy of each spot was 0.45 µJ, 

which was a little higher than the fabrication threshold of 0.30 µJ. Here, the energy setting 

was according to the measurement results of the processing threshold before the 

optimization process. The threshold was defined of the minimum total energy just to 

process 40 micro-holes at the same time inside the glass sample. In this experiment, we 

set the energy to be slightly higher than the threshold to ensure the energy is enough to 

allow the 40 holes can be processed. Therefore, the difference in the size of the holes will 

only result from the uneven distribution of the total energy. This uneven distribution will 

lead to the size of some holes being less than the average level, or even lower than the 

threshold that results in it cannot be processed on the sample material, and in contrast, 

some holes will be processed into larger sizes. It can be seen from the fabrication result 
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that, as the paralleled focused beams gradually be uniformized, the sizes of the 40 

processed micro-holes also tended to become more consistent. The micro-holes shown in 

the red boxes, the blue boxes, the green boxes, and the orange boxes represent the 

fabrication areas at the four different depths, respectively. In addition, the spacing between 

the depth planes was 2.40 µm. The rows in the figure represent the fabrication order 

according to the 1st, 5th, and 30th iteration order of the CGH optimization, respectively. As 

can be seen from the 1st order, the greater intensity at the 1st and 2nd depths led to larger 

micro-holes than at the 4th depth, and there were some cracks surrounding the holes; 

consequently, some micro-holes at the top-right were not processed at the 4th depth. Then, 

at the 5th fabrication, the sizes of all the micro-holes became more uniform due to the 

better uniformity, which was improved from 0.13 to 0.71 because of the reduced beam 

intensities at the 1st and 2nd depths and the increased beam intensities at the 4th depth. 

And at the 30th fabrication attempt, the sizes of all the micro-holes were roughly uniformized 

from the observation of the microscope system, in addition, the shape present clean edges 

without tiny cracks. 
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Figure 4.9.  3D holographic processing result: (a) 40 parallel micro-holes were simultaneously 

irradiated at four different depths inside the glass sample with a single laser shot, while applying 

feedback control of the 3D parallel focusing; (b) the enlarged images of the fabricated area for 

easily recognizing the changes from 1st to 30th fabrication orders. 

 

4.8 Summary 

 

In this chapter, based on the method mentioned in 2D case, a more practical 3D CGH is 

designed and optimized. The key points of the implementation of feedback control for the 

3D focusing is described, including the observation method of 3D focusing intensities and 

a recalculation of the CGH from the observation. In section 4.2, from the perspective of 

concept and principle, the feasibility of 3D focusing detection and optimization under the 

combination of computer and optics is explained in detail. This iterative method is not only 

innovative, but also provides a reliable guarantee for high-quality 3D focusing. In section 

4.3, relying on the programmable linear stage and the unified control of the computer, the 

automatic recognition and detection of 3D focusing are realized. This simple and direct 

implementation method can avoid the detection and calculation errors of complex systems 

to a great extent. In section 4.4, the specific steps of automatic light spot information 

acquisition are illustrated. In addition, for different 3D distributions, the corresponding 
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feedback control can be realized by adjusting a series of parameters such as computer 

program, moving distance of the stage, response time of the imager, etc. In section 4.5, 

based on the AS method, the spectral propagation of different focal planes is realized, and 

the spectra of these planes are linearly superimposed to obtain the CGH containing 3D 

information. In section 4.6, according to the WIFT algorithm, after collecting all the 3D 

focusing information, the light intensities are optimized according to the evaluation function, 

so as to achieve the ultimate goal of optimizing the CGH. Different from the 2D case, the 

3D distribution needs to calculate all the planes of focusing, so the computational cost and 

iteration time will increase. In section 4.7, the experimental results verify the effectiveness 

of the feedback control method for the 3D focusing. It includes the optimization of four-

layer 3D focusing, which are expressed as letters ‘C’, ‘O’, ‘R’, and ‘E’ respectively, and the 

uniformity of 40 focusing spots is optimized from 13% to 96%. Moreover, it also can be 

seen from the comparison of 3D holographic processing results before and after CGH 

optimization, as strong evidence of the improvement, the possibility of this method for 

industrial use is proved. 
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Chapter 5: Application of in-system 

optimization for 3D holographic grooving 

 

5.1 Introduction 

 

In this chapter, the application of in-system optimization for 3D holographic grooving will 

be demonstrated. From concept to actual operation, each experiment step is well planned 

and arranged in detail, and then the advantages and disadvantages of this method will be 

verified and analyzed from the comparison experiment results. In section 5.2, the concept 

of 3D holographic laser grooving will be summarized. And the examination about the 

performance of this application is determined, due to some factors that will have an 

influence on the grooving, such as the energy allocation or the spatial distribution of the 

3D beam. In section 5.3, an optical setup for observing the processing of 3D beams inside 

the glass sample will be shown. Through the observation, the interaction mechanism 

between 3D focusing and sample can be intuitively understood, and it also can provide a 

basis for further research on laser grooving. In section 5.4, in order to verify the advantages 

of 3D focusing compared with conventional single point focusing in laser grooving, CGHs 

with different 3D distributions are designed, and they will be evaluated from two aspects of 

groove depth and width. And we will also explore how to increase the groove depth by 

using different 3D holographic beams. In section 5.5, the experimental results of 3D 

holographic laser glass grooving observed with FE-SEM will be displayed, and the 

characteristics of this application will be analyzed, evaluated, and discussed with the data 

curves. In section 5.6, a summary of this chapter will be denoted. 
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5.2 Concept 

 

Figure 5.1 shows the concept of the 3D holographic glass grooving. Based on the 

technology of holographic laser processing with the CGH that generates 3D focusing, a 

method is proposed that combines the multi-beam irradiation of the sample and the lateral 

scanning by a linear stage, the 3D holographic glass grooving can be realized. In this 

method, the key point is the performance of the irradiation from 3D holographic parallel 

beams to the inside of the glass sample. We need to first explore what the 3D beams look 

like after irradiating inside the glass. Then to compare what are the differences with the 

traditional single-point laser processing, and according to the processing characteristics to 

carry out the next adjustment, such as increasing the interval between the adjacent 3D 

spots can expand the processing depth, or distributing different energies to complete the 

processing according to the different depths. 

 

 

Figure 5.1. Concept of the 3D holographic glass grooving. 
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5.3 Optical setup 

 

Figure 5.2 shows the setup using for 3D holographic glass inside grooving side observation. 

A femtosecond laser pulse was emitted from an amplified Ti: sapphire laser source 

(COHERENT, Micra and Legend Elite), with a center wavelength of 800 nm, a spectral 

width of 30 nm (full width at half-maximum (FWHM)), a pulse duration of ~50 fs, and a 

repetition frequency of 1 kHz. A set of a half wave plate (HWP) and a polarized beam 

splitter (PBS) were used to control the pulse energy. Then the pulse was collimated by a 2 

× beam expanding optics composed of a concave lens and a convex lens. The collimated 

beam had an irradiation on a liquid-crystal-on-silicon SLM (LCOS-SLM; Hamamatsu 

Photonics, X10468-02) for the spatial light modulation by the pre-designed CGH. 

The 3D shaped pattern was reduced by an objective lens 1 (OL1, OPTOSIGMA, 

ELWD Plan), with a magnification of 50 × and a numerical aperture (NA) of 0.55, inside the 

glass sample (fused-silica, thickness 26 mm × 5 mm × 1 mm). The glass sample was fixed 

on a three-axis linear motor stage (Thorlabs, ZFS13B). 

 

Figure 5.2. Setup of the 3D holographic glass inside grooving side observation. 

 

The 3D holographic glass grooving was monitored from the top and side view with two 
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microscope systems. One was consisted of a white light emitting diode (LED), the OL1, a 

dichroic mirror (Thorlabs, DMPS638), an infrared (IR) cut filter, and a complementary metal 

oxide semiconductor (CMOS) image sensor (IMAGINGSOURCE, DMK33UP2000), with 

1920 × 1200 pixels, each pixel has a size of 4.8 𝜇𝑚 × 4.8 𝜇𝑚, 10-bit A/D conversion, and 

a framerate of 129 fps. Another one was consisted of a white LED, an object lens 2 (OL2, 

MITUTOYO, M Plan Apo) with a magnification of 20 × and a numerical aperture of 0.42, 

an IR cut filter, and a CMOS image sensor (IMAGINGSOURCE, DMK33UP2000). 

The computer was used to control the actions in the system, such as the CGH 

displaying on the SLM, the linear stage moving, and the image sensor capturing. 

 

5.4 Grooving depth and width investigation with different 3D 

patterns 

 

In order to verify the advantages of 3D beams over single beam in grooving, it is necessary 

to quantitatively evaluate the groove depth and width. And the curves of the two data are 

drawn under different laser intensities. In order to make the comparison data more 

convincing, we use different three-dimensional patterns for verification, as shown in the fig. 

5.3: (a) 1 point grooving on material surface; (b) 3 points in tilt arrange grooving from 

surface to inside; (c) 5 points in tilt arrange grooving from surface to inside; (d) 10 points 

in tilt arrange grooving from surface to inside. Here, we take use of the setup shown in fig. 

4.2 to complete the holographic grooving. In addition, the position of 1-point grooving is 

consistent with the position of the point to the glass surface during multi-point processing. 
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Figure 5.3. Grooving depth and width investigation with four different patterns: (a) 1 point grooving 

on material surface; (b) 3 points in tilt arrange grooving from surface to inside; (c) 5 points in tilt 

arrange grooving from surface to inside; (d) 10 points in tilt arrange grooving from surface to inside. 

 

Figure 5.4 shows the scanning properties test of the three-axis linear stage, including 

the data curves for a period of 3s: (a) time required for velocity to reach the preset value, 

and (b) time required for acceleration. This test is to verify whether the moving speed of 

the linear stage has an impact on the grooving, such as pulse energy overlap or 

accumulation. Here, we preset 10 mm/s as the target value of the speed, because the 

repetition frequency of the laser used here is 1 kHz, which can ensure that the spacing 

between each two adjacent pulse processing points is 10 𝜇𝑚. Of course, if we change to 

a higher frequency laser source, such as 10kHz, it can also ensure that the spacing is 1 

𝜇𝑚, that is, the processing points are independent of each other. During acceleration, it 

takes 39ms for the velocity to reach the default and 21ms for the acceleration to reach the 

maximum operating power. During deceleration, it takes 21ms for the velocity to decrease 

from the default to zero, and 9ms for the deceleration to reach the maximum operating 

power. It can be seen from the data that the velocity change time is 60ms, accounting for 

only 2% of the overall period 3s, so it has no impact on the overall grooving. 
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Figure 5.4. Scanning properties test of the linear stage: time consumption of the velocity and 

acceleration. 

 

Also, the grooving depth can be expanded by adjusting the interval between 

the 3D points, as shown in fig. 5.5: (a) 10 points are pre-designed in small interval; 

(b) 10 points are pre-designed in large interval. And they have the same spacing in 

the transverse distribution. 
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Figure 5.5. Verification of the feasibility for expanding the grooving depth by using 3D patterns in 

different intervals. 

 

5.5 Experimental results 

 

Micro groove processing 

 

The 3D holographic glass grooving results were obtained by taking use of the optical setup 

in fig. 4.2. 

Figure 5.6 shows the micro grooves processing experimental results with 1-point, 3-

points, 5-points, and 10-points beams in the same total energy of 13.75 µJ, and the points 

was arranged in tile refer to the fig. 5.3. This experiment was completed by using the optical 

setup shown in fig. 4.2, and the super-white crown glass sample was used. The groove 

line was processed by scanning the glass sample in a lateral direction with the linear stage 

at a speed of 10 mm/s. 

In order to observe the depth and width of the microgroove, the sample was broken 

along the direction perpendicular to the groove line with a glass cutter. And the observed 
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results of the surface and the cross-section were explained in fig. 5.7. 

 

Figure 5.6.  Grooves processing with 1-point, 3-points, 5-points, and 10-points beams in the same 

total energy of 13.75 µJ, and the points was arranged in tile refer to the fig. 5.3. These pictures were 

captured by using a digital camera (Sony, 𝛼 7 Ⅲ).  

 

Figure 5.7 shows the part of the results with respect to the width and depth of the 

grooves correspond to the beams shown in fig. 5.3. The surface and cross-section were 

observed by a field-emission scanning electron microscope (FE-SEM) (Hitachi, S-4500). 

And we believe that this is the first time to observe from the side under FE-SEM based on 

holographic three-dimensional grooving technology. In this experiment, the measurement 

of depth and width was based on the premise that the beams were in the same total energy, 

and the processing position was from the surface of the glass sample.  

It can be intuitively seen from the processing results that both single-point grooving 

and three-dimensional grooving have in common that the groove depth and width increase 

with the increase of the pulse energy. And according to the different beam distribution, 

there is a difference between the initial threshold and the upper threshold of processing 

energy. The allowable pulse energy range of single-point processing is 0.8 µJ ~ 5.1 µJ, the 

range of 3-points is 3.5 µJ ~ 16.1 µJ, the range of 5-points is 7.5 µJ ~ 29.8 µJ, and the range 

of 10-points is 2.3 µJ ~ 45.2 µJ. The initial threshold here refers to the pulse energy that can 

just be used for grooving on the surface of the glass sample, and the upper threshold refers 

to the upper limit light intensity that can be applied by the beam when there are obvious 

cracks around the groove in this experiment. 



80 
 

 

Figure 5.7.  Comparison of the results with respect to the width and depth of the grooves correspond 

to the beams shown in fig. 5.3. The surface and cross-section were observed by a field-emission 

scanning electron microscope (FE-SEM) (Hitachi, S-4500). 

 

Figure 5.8 shows the curves of the measured data of the grooving: (a) the depth data; 

(b) the width data, according to the above four different holographic beams. 1-point results 

are represented by black circle, 3-points results are represented by red triangular, 5-points 

results are represented by blue diamond, and 10-points results are represented by green 

square. The summary of the measurement data here are based on the images of the FE-

SEM and the corresponding magnification scale. 

From the comparison of data curves, it can be verified that they all have the 

commonness that the depth and width will increase with the increase of energy. In fig. 5.8 

(a), the curve of 1-point, 3-points, 5-points, and 10-points described with black circles, red 

triangular, blue diamond and green square, shown the maximum grooving depth is 3.5 µm, 

12.4 µm, 17.0 µm, and 21.8 µm, respectively, within their allowable pulse energy range 
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talked above. Compared with a single point, 3D beam distribution not only has a larger 

allowable energy range, but also can realize deeper grooving depends on that range. We 

note that the general trend of all curves is approximately linear, but the initial processing 

threshold of 10 points is slightly lower than 3 points and 5 points, which may be because 

the nonlinear absorption of the material will be more obvious with the increase of the 

number of 3D beams. In addition, the 5-points grooving depth gradually exceeds the 

maximum depth of 3-points after the energy value of 20 µJ, and the 10-points grooving 

depth gradually exceeds the maximum depth of 5-points after the energy value of 30 µJ. 

From these two results, it can be concluded that due to the existence of aberration, the 

focused beam energy will decay with the increase of depth. Therefore, it is necessary to 

compensate the aberration of the focused beam inside the material for holographic laser 

groove processing. 

In fig. 5.8 (b), the maximum grooving width of 1-point, 3-points, 5-points, and 10-points 

are 6.8 µm, 8.9 µm, 14.3 µm, and 16.1 µm, respectively. It can be seen from the results 

that the grooving width of 1-point exceeds the grooving width of all of the 3D beams within 

its allowable energy range, however the grooving depth of 1-point is smaller than the others. 

This is considered the advantage of the holographic 3D grooving for the high-precision 

machining, material cutting, and special shape processing, etc. In addition, some of the 

width curves of the 3D beams are almost overlapped, which show that the width of the 

grooving not only increases with the increase of energy, but also is related to the spot that 

first contacts the material surface in the 3D beam distribution.  

Therefore, based on the above analysis, the relationship between 3D patterns design 

for 3D grooving, spots energy allocation, and aberration analysis at different depths inside 

the material need to be further investigated. 
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Figure 5.8. The depth and width data of the grooving respectively, according to the above four 

different holographic beams. 1-point results are represented by black dotted lines, 3-points results 

are represented by orange triangular lines, 5-points results are represented by gray diamond lines, 

and 10-points results are represented by yellow square lines. 

 

Side view observation results 

 

These side view observation experimental results were obtained by using the setup 
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and patterns shown in fig. 5.2. and fig. 5.5. 

Figure 5.9 shown the processing depth expansion results by using different 3D 

patterns with broadening intervals between the adjacent focus. (a) pattern 1, the 3D CGH 

with spot interval of 6 µm; (b) pattern 2, the 3D CGH with spot interval of 12 µm; (c) single 

shot inside the glass with the pattern 1; (d) single shot inside the glass with the pattern 2; 

(e) scanning process result of the pattern 1; (f) scanning process result of the pattern 2.  

 

 

Figure 5.9.  Processing depth expansion by using different 3D patterns with broadening intervals 

between the adjacent focus. (a) pattern 1, the 3D CGH with spot interval of 6 µm; (b) pattern 2, the 
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3D CGH with spot interval of 12 µm; (c) single shot inside the glass with the pattern 1; (d) single shot 

inside the glass with the pattern 2; (e) scanning process result of the pattern 1; (f) scanning process 

result of the pattern 2. 

 

It can be seen from the comparison of the fig. 5.9 (c) and (d) that we can realize the 

expansion of the grooving depth by adjusting the spacing between the layers in the 3D 

beams. Here, the red and blue arrows indicate the processing marks when irradiating the 

interior of the glass with single-shot. Moreover, it can be seen from (e) and (f) that the 

processing traces after scanning verify the feasibility of the method of groove depth 

expansion. In addition, the deeper the beam focused into the glass, the shallower the 

processing trace, which is due to the attenuation of focusing energy due to nonlinear 

absorption and aberration. 

 

5.6 Summary 

 

In this chapter, an application of 3D holographic glass grooving is proposed. And with the 

analysis of the experimental results, it is proved that the 3D holographic beams have 

obvious advantages over the single beam in the laser grooving. Consequently, it shows 

that the 3D holographic glass grooving method is feasible and will receive widespread 

attention in the future. In section 5.2, the concept of 3D holographic grooving is well 

explained, it is based on the method of 3D laser processing we proposed in previous work. 

And this concept shows the key point is the performance of the laser irradiation 

phenomenon according to the pulse energy and the 3D distributions. In section 5.3, the 

side view of the 3D inside glass grooving is realized. From the side observation, the basic 

phenomenon can be confirmed that the pulse energy will be decay as deeper inside the 

glass. In section 5.4, different 3D patterns are designed, including 1-point, 3-points, 5-

points, and 10-points. They are used to research the advantages of the 3D beam compared 

to the single-point case. Also, there are two types of patterns of 10-points are designed in 

this section, they are used to verify the possibility of grooving depth expanding by adjusting 

the interval between multi-layers. In section 5.5, based on the principle and preparation 

mentioned above, the experimental results are obtained. From the results, it can be 

concluded that regardless of single-point or 3D focusing, their grooving depth and width 

will increase with the increase of energy. However, 3D focusing can achieve a greater 

energy allowable grooving depth without causing cracks in the surrounding material. 

Moreover, the grooving width of 3D focusing is generally smaller than that of single-point, 
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which is conducive to better performance in high-precision machining applications. In 

addition, the side view results shows that it is possible to expand the grooving depth 

arbitrary by changing the 3D distribution inside the material. Therefore, this method also 

provides the possibility of free transformation of grooving depth for many precise 

applications. 
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Chapter 6: Conclusion 

 

General discussion 

 

This thesis aims to obtain the high-precision and high-stability holographic femtosecond 

laser processing, and studies the optimization technology of CGH. Therefore, starting from 

the optimization technology of the CGH, the research and discussion of the in-system 

optimization technology are launched. 

The first chapter focuses on the background research of holographic femtosecond 

laser processing. From the existing problems, it analyzes the key factor in the technology, 

that is, the necessity of the optimization of the CGH, so as to clarify the research theme 

and launch the theoretical and experimental verification process. 

In the second chapter, from the perspective of the development history of the CGH, 

the origin and development experience of the CGH are discussed. It is clear that the type 

of the CGH currently used belongs to the phase-only hologram. Under the premise of 

obtaining a phase modulation mechanism with high diffraction efficiency, obtaining high-

quality and high-uniform light intensity distribution is the main target. Various optimization 

methods have been classified and sorted. And clarified the position and necessity of this 

research, leading to the theme of this article, namely, the technology of in-system 

optimization of the CGH. 

In the third chapter, it focuses on the implementations of the in-system optimization of 

the CGH in 2D case, which provides a theoretical basis for the subsequent experimental 

verification process. In addition, it mainly consists of the calculation methods of the 2D 

CGH, the evaluation of the uniformity of the optical reconstructions, the stability test of the 

performance of the method by introducing perturbations. And the experimental results are 

used as an effective support for the above theoretical methods. 

In the fourth chapter, it proposed a method to realize the feedback control of 3D 
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focusing. This realization is based on the foundation of the 2D case, and combining the AS 

method. Successfully implemented the automatic observation of the 3D focusing and 

recalculation of the corresponding CGH from the observation. Whether the optimization 

results of the optical reconstructions or the micro-holes processing, comparing the effect 

before and after the optimization, are evidence of the effectiveness of this method. 

In the fifth chapter, the application of 3D holographic glass grooving is demonstrated, 

which is based on the methods of previous work. The experimental results of the grooving 

verify the feasibility of the application. It allows freeform processing by designing different 

3D patterns according to the demand or the material. Also, it can be further applied to many 

industrial uses like glass cutting, waveguide writing, or other optical processing. 

This research, as a frontier subject in the field of laser processing, it has outstanding 

advantages and a guiding role in the development of new technologies. And can be widely 

used in the field of precision laser processing to provide higher stability, precision, and 

flexibility for laser processing systems. Combining the characteristics of high throughput 

and high light use efficiency, it has laid a stable foundation for new high-precision 

processing technology. 

 

Prospection  

 

Although this research has obtained good results in the process of theoretical and 

experimental verification for the improvement of the precision and stability of the 

holographic laser processing, it still needs further exploration and research in many details.  

The mechanism of optimization in the system is based on the terminal information, 

that is, the distribution of light intensity. The system imperfection analysis and optimization 

are performed to obtain the optimal CGH for holographic laser processing, and this process 

is performed synchronously with the laser processing. It can monitor the performance of 

the processing system in real time and respond quickly to the influence of various 

environmental factors. In this process, the source of the static and dynamic imperfection 
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factors of the system has not been explored, because the feedback of terminal information 

has integrated the defect performance of the overall system. 

The aberration compensation is also necessary. Because the in-system optimization 

in this paper only takes use of the intensity information of the optical reconstructions, but 

not the information from a workpiece and the structural changes. Therefore, we can adopt 

the compensation methods for 2D or 3D laser processing inside bulk transparent materials 

to obtain more accurate machining data and further analyze and operate it [76,77]. The 

aberrations, especially the spherical aberration, derived from the refractive index mismatch 

between different propagation media, should be considered priority. And some methods 

have been proposed for the compensation. For example, adjusting the tube length in the 

optical tweezers to obtain an opposite spherical aberration [78], calculating an distortion 

pattern based on the inverse optical ray tracing [44], and making a specific CGH to reduce 

the chromatic aberration customized for the practical applications [8]. 

In addition, the spatial dispersion on the Fourier plane should be discussed, for 

example, in our 3D optimization optical system, we calculated the dispersion of ∆𝑟 =

0.2 µm by using the equation (3) ∆𝑟 = 𝐹𝜈∆𝜆𝑀 in chapter 1. This result has no impact on 

the current experiment because the value is only about 11% of the focal spot size of ~1.81 

µm. However, in the future experiment, if we take use a wider spectral width laser source 

and a higher resolution LCOS-SLM, the spatial dispersion compensation should be 

considered [79-81]. 

Moreover, further exploration in the control of light intensity distribution is needed, such 

as focusing control, enlargement and reduction of the spot size, specific distribution of 

energy, switching between the Gaussian beam and the planar beam, and extension of 3D 

focus coordinates, etc. In addition, the performance of system components requires further 

analysis, such as exploring the relationship between temperature changes and the 

response performance of the SLM and the CCD image sensor, the relationship between 

laser stability and optimal uniformity values, and the relationship between computing 

process and overall system operations etc. In the in-system optimization process of 2D 

and 3D CGH, whether the optimization of the hardware and software system can be 

improved to reduce the time consumption, so as to achieve seamless connection with the 
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actual processing requirements and provide higher reliability.  

In the three-dimensional holographic glass grooving technology, whether it is possible 

to achieve consistent processing from the surface of the material to the inside through the 

quantitative research and analysis of the modification performance inside the glass 

material. 

Furthermore, actually, we are also studying a new method for 3D focusing detection. 

It will be implemented with a superposition of lens term to CGHs. The method we call the 

holographic division multiplexing method (HDMM). And it will be used for multi-layer foci 

recognition and optimization only at the Fourier plane, namely, without mechanical moving 

axially of the imager. The key novelty in this method is multiplex two CGHs to compound 

modulate the laser beam for easily optimizing the multi-layer foci with a single capture. This 

method consists of three components: the most important HDMM module, the optics, and 

the imager. The HDMM module, comprises CGH calculation software and two SLMs. The 

CGH calculation software is used for optimizing CGH1 and calculating CGH2 respectively. 

The CGH1 is the target for optimization, which is displayed on the SLM1 and updated in 

each iteration, containing the desired multi-layer foci information. The CGH2 is a pre-

designed grating for parallel modulation, which is displayed on the SLM2, modulates the 

light beam parallelly. The multi-layer modulated light from SLM1 is then parallelly 

modulated by SLM2 to a multiplexed modulated light, called HDMM. The optics are 

customized for multi-layer focusing, and the imager is used to obtain the light intensity 

profiles at the Fourier plane. By combining with the high-performance GPU, the higher-

speed imager, the higher-frequency SLM, and the optimal calculation algorithm, we believe 

this method can be a high-speed, high-stability, high-precision, and high-practical industrial 

technology in the future. 
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